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My Research Areas

0 automatic speech recognition
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anguage recognition, translation, generation

<er verification/recognition

ker diarization

a (multi-lingual, multi-speaker) speech synthesis

d voice conversion

Q lip reading

a NLP:

multi-lingual document representation



Recent Projects

0 RGC Theme-based: Research and Development of
Artificial Intelligence in Extraction and Identification
of Spoken Language Biomarkers for Screening and
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= elderly speech recognition

= speaker diarization

Q LSCM: Elderly-friendly Text-to-speech Synthesis
System

= TTS



Speaker Verification
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Multi-lingual Multi-speaker TTS
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Neural Voice Conversion

aNo parallel data

0 ~100 English speakers for training
aVCamong the training speakers
0 Make use of neural TTS

ddemo




Lipreading

QLip Reading in the Wild; soo English words

Q end-to-end with spatial transformer: 79.6%




Cantonese Lipreading FYP
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Multi-lingual Document Embeddings
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