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Bigger Data, Larger Model




HKUST SuperPOD

(J HKUST SuperPOD: State-of-the-art Al Supercomputing Facility

Number of H800 GPUs

1000+

Total CPU Cores

Total GPU Accelerator Cores

6,160

8,110,080

J

Node Interconnect Bandwidth

Storage

Floating Point Performance

400 Gb/s InfiniBand Connections Per Node

500 TB DDN Al400X2 Storage System
2.7 PB Dell Power Scale Storage System

Tensor Float 32 — 448 PFLOPS
Floating Point 32 — 30 PFLOPS




Smart Lab: Large and Trustworthy Al for Healthcare

Multimodal Foundation Model

* One multimodal large language model for versatile
modalities and tasks.
e Different vertical foundation models.

z% Explainable Al (XAl)
Large and '

 Human-understandable explanations for decision-making.

Trustworthy Al  Enhance the trust and confidence of users.

5}% Scalable and Sustainable Deployment
for Healthcare -

 Compress large models without compromising performance.
* Hardware-software co-design.

e Sustainably deploy models under low computing resources.
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Large Al Models for Advancing Healthcare
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MRI Foundation Model

Breast cancer ranks No. 1 regarding cancer incidence worldwide Magnetic Resonance Imaging (MRI) is with the
and is leading cause of cancer-related deaths in women. highest sensitivity for detecting breast cancer.

Incidence in both sexes
Mortality in women
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Goal: Developing an Al model for diagnosing breast multi-parametric MRI (mpMRI) to

potentially reduce invasive biopsy and personalize patient’s treatment.

Barba, et al. Breast Cancer, Screening and Diagnostic Tools: All You Need To Know. Critical Reviews in Oncology/Hematology, 2021.



MRI Foundation Model

J Large Mixture-of-Modality-Experts (MOME) Model on Multiparametric MRI

Non-invasive diagnosis and personalized patient management

Largest Chinese breast mpMRI dataset (50K+ patients)
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Luo, et al. A Large Model for Non-invasive and Personalized Management of Breast Cancer from Multiparametric MRI
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. Nature Communications 2025.

Luyang Luo
First adaptation of a large foundation model with

a mixture-of-modality-experts



MRI Foundation

(J Comparison to radiologists

Achieve radiologist-level accuracy in malignancy detection
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Luo, et al. A Large Model for Non-invasive and Personalized Management of Breast Cancer from Multiparametric MRI. Nature Communications 2025.



CT Foundation Model

» The scarcity of annotations poses a significant challenge in 3D medical image analysis

J We collect 160K Computed Tomography (CT) volumes for large-scale 3D medical image pre-training, alleviating
the scarcity of annotations and significantly improving the performances across 51 downstream tasks.

Linshan Wu
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Goal: Developing a foundation model for 3D medical image analysis.

Wu, et al. Large-Scale 3D Medical Image Pre-training with Geometric Context Priors. arXiv preprint, 2024 9
Wu, et al. VoCo: A Simple-yet-Effective Volume Contrastive Learning Framework for 3D Medical Image Analysis. CVPR 2024



CT Foundation Model

Leveraging Geometric Context Priors for Contrastive Learning

L Motivation: We observe that in 3D medical images, geometric [ Method: Leveraging the consistent geometric context, we generate
relations between different organs are relatively consistent. positive and negative pairs of organs for contrastive learning

overlap proportions as position labels
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Abdomen: The stomach is in the upper and the liver is in the right. Beneath the liver is the gallbladder. The spleen
is on the left side near the stomach and the pancreas is behind the stomach. The kidneys are located on each side.
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Cardiac: The ascending aorta (AA) is located at the top. The left atrium blood cavity (LAC) is below the AA. negative base Crops Gy #— Supenvision  §

Adjacent to the LAC is the left ventricle blood cavity (LVC). The myocardium of the left ventricle surrounds the LVC. (a) Contextual Posmon Prediction

Contrastive Learning

Wu, et al. Large-Scale 3D Medical Image Pre-training with Geometric Context Priors. arXiv preprint, 2024
Wu, et al. VoCo: A Simple-yet-Effective Volume Contrastive Learning Framework for 3D Medical Image Analysis. CVPR 2024
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CT Foundation Model

Significant improvements on 50+ downstream tasks

L Extensive experiments on 50+ downstream tasks across segmentation, classification, registration, and vision-language demonstrated
the effectiveness of large-scale pre-training.
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Wu, et al. Large-Scale 3D Medical Image Pre-training with Geometric Context Priors. arXiv preprint, 2024 11

Wu, et al. VoCo: A Simple-yet-Effective Volume Contrastive Learning Framework for 3D Medical Image Analysis. CVPR 2024



] Diagnosis-driven Prompts for Report Generation

[ Large Language Model-driven CT Report Generation

P
e Diagnosis-driven prompts for medical report generation

with cross-modal feature enhancement and self-adaptive
disease-balanced learning.

Cross-Modal Feature Enhancement
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Jin et al. PromptMRG: Diagnosis-Driven Prompts for Medical Report Generation. AAAI 2023.

Chen et al. Large Language Model with Region-guided Referring and Grounding for CT Report Generation. IEEE TMI 2025.



Pathology Foundation Model
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Pathology Foundation Model
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Xu, et al. A Multimodal Knowledge-enhanced Whole-slide Pathology Foundation Model. arXiv, 2024.
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Pathology Foundation Model

Held-out
Independent Zero-shot

(] Dataset Construction
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10,275 patients, 32 major cancer types

over 116 million pathology images

Xu, et al. A Multimodal Knowledge-enhanced Whole-slide Pathology Foundation Model. arXiv, 2024
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(14.4%)
97 48
tasks  (495%)
27
(27.8%)

The largest spectrum of downstream tasks
97 diverse diagnostic and prognostic tasks

4 evaluation strategies
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Pathology Foundation Model

(J Method and Experiments

.

Establish the largest spectrum of oncological downstream
benchmark.
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Xu, et al. A Multimodal Knowledge-enhanced Whole-slide Pathology Foundation Model. arXiv, 2024.
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Pathology Foundation Model

[ Results
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PATHBench: Pathology Foundation Benchmark {J

L The Most Comprehensive Benchmark for Pathology Foundation Models

a
PATHBench T UNIVERSITY OF 5
3 e SR () Unuversiry OF Science
- ;h?lj"l_ AB AND TECHNOLOGY
Join the World's First Open, Multi-Task, and Multi-Organ Benchmark for Pathology Foundation Models
Overview Leaderboard Performance Models
Overall Performance
Task Name Source ResNet50 PLIP UNI CONCH CHIEF Prov-GigaPath mSTAR
HER2 Level Prediction for Breast Cancer ZNn 0.733 0.737 0.776 6 0.763 & 0.743 0.761 0.795¢ I L] |
| . .. w Welcome to Join us!
Molecular Subtyping for Breast Cancer Zn 0.589 0.7M 0.784 6 0.724 0.7924 0.701 0.7954
HER2 Status Prediction for Breast Cancer N 0.386 0.628 0.615 0.6524 0.6436 0.621 06436
Pathological Subtyping for Gastric Cancer YN3 0.552 0.566 & 05924 0.501 0.541 0.505 0.6054% 10+ O rga ns
ER Level Prediction for Breast Cancer Zn 0.701 0.762 0.7896 0.783 0.7866 0.785 0.8024
Vascular Invasion Detection for Gastric Cancer NFH 0.625 0.757 07895 0765 0.713 07666 0.797 4 19 Foundation Models
Metastasis Detection and Primary Site Prediction for Lung Cancer NFH 0.894 0.938 0.955 0.970& 0.9606 0.950 0.974 4
Metastasis Detection for Lung Cancer QFs 0.657 0.728 0.9256 0.9276 0.878 0.844 0.950 4 .
20+ Hospitals
Metastasis Detection and Primary Site Prediction for Lung Cancer QFs 0.722 0.856 09136 0.907 & 0.882 0.853 0.9214
Perineural Invasion Detection for Gastric Cancer NFH 0.867 0.892 0.9758 0.976 & 0.953 0.945 0.9784
PR Status Prediction for Breast Cancer z1 0.424 0.524 05498 05456  0.545 0.490 0.5674 200+ Oncol OoglCa | Tasks PathBench
Lauren Subtyping for Gastric Cancer YN3 0.637 0.7354 0.717 0.734é 0.727 0.718 0.7484
Pathological Subtyping for Gastric Cancer NFH 0.519 0.592 & 0.585 0.582 0.6374 0.574 06206 500k+ W h (o) | e S | | d e | ma ges
Metastasis Detection for Lung Cancer NFH 0.904 0.965 0.966 0.970 0.9816 0.977é 0.9884
ER Status Prediction for Breast Cancer z 0.668 0735 0.834 08356  0.831 0.8464 0.8534 https://smartlab.cse.ust.hk/showcase/pathbench

Pathological Subtyping for Gastric Cancer YN1 0.5506 0.516 0.5536 0.538 0.531 0.519 0.567 4 19
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Multimodal Medical Foundation Model

Multimodal training corpus Medical domain knowledge
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Literature [ Publications

Graphs
Applications
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Disease Quantitative Disease Augmented Grounded
diagnosis evaluation prognosis procedures radiology reports

Moor et al. Foundation Models for Generalist Medical Artificial Intelligence. Nature 2023.
Tu et al. Towards Generalist Biomedical Al. NEJM Al 2024.

Knowledge
graphs

Bedside
decision support

Modality-specific foundation
models excel in precision.

Multimodal generalist
foundation model exhibit
superior generalizability.

Generalist-specialist
collaboration to explore the
synergy between two models.
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Generalist Foundation Model

(d Towards Generalizable Al in Medicine via Generalist-Specialist Collaboration -y,
* MedDr: one of the largest open-source generalist foundation models for medicine. Hp e
* Generalist-Specialist Collaboration (GSCo): explore the synergy between the GFM and specialists. SuaHe Yuxiang Nie
Training of a generalist foundation model (2 million+ high quality training samples) Mixture-of-Expert Diagnosis (MoED) Diagnoses of Chest X-Ray Specialists
] m ?ﬂ [ Visual(s(gis)tigrgzr/ering Vis:r?lsv?gs:gon Query Specialist Team Specialist 1 Specialist 2 Specialist 3 Specialist 4 Specialist 5
: w . Medic(a’j/I sg;;og agsr:raﬁon ] Medical Report /@\ q k@ % Q\ Q\ I
“‘% Medical Image Training Downstream Generation RQR
9 I @M Corpus Tasks S — ) Positive | Negative Positive Positive Negative
. ' l Diagnosis-Guided | Diagnosis
m E . Bootstrapping (DGB) Dataset

You are a helpful medical assistant and the task is

pneumonia detection based on a chest X-ray image.

The reference diagnoses of the expert models are

[Positive, Negative, Positive, Positive, Negative...].

q The diagnoses of the most similar cases are
\[Positive, Positive, Positive, ...].

- . Medical
= B Medical Image Testing Image
! - b l Description (DES) Dataset | Chatbot g g

Training of specialist models

( The most possible diagnosis of this medical image is ll
Positive. Ca=Y
g .
- - _— @ Retriever Retrieved Similar Cases
Specialist Specialist Specialist e Specialist Best Specialist Chest X-Ray
Models ‘. Models i Models * Models s of Chest X-Ray Database .
= s — 13
s B & 3
‘ 9 %% 288 - 889 38 i
CogVa) W Ol V%) Cog Vs @ |
Chest X-Ray Pathology Dermatology Ultrasound Retrieval-Augmented Diagnosis (RAD) Positive | | Positive | = Positive |
Stagel: Construction of GFM and Specialists | Stage2: Collaborative Inference on Downstream Tasks }
V.
He, et al. MedDr: Diagnosis-Guided Bootstrapping for Large-Scale Medical Vision-Language Learning. arXiv 2024. 22

He, et al. GSCo: Towards Generalizable Al in Medicine via Generalist-Specialist Collaboration. arXiv 2024.



Generalist Foundation Model

J Experiments on Downstream Datasets

* MedDr consistently outperforms state-of-the-art GFMs on downstream datasets.

RadFM LLaVA-Med Med-Flamingo InternVL MedDr
VQA-RAD . .
(Tokenized F1) V'S::;S::;igo"
64
VinDr-SpineXR I Slake-VQA
(Macro F1) | 80  (Tokenized F1)
28 45 /

] i"‘\""": :1?—' \ 60

N AN cd M /

OCTMNIST L 14\ s 64 path-VQA

(Macro F1) 60 \/16/220 / ) Tokenized F1

3 .
25 /A 616 >4
(=86 Ll 81—\
// ; ~
PheumoniaMNIST g5 0° R 12 4854 OmniMedVQA
(F1 Score) (Accuracy)
48 18 P4
64 \
/80 2 24
BreastMNIST MIMIC-CXR
(F1 Score) 36 (F1-RadGraph)
|U-Xray
(F1-RadGraph) Medical Report e
Generation - N NYULangone
i Health
He, et al. MedDr: Diagnosis-Guided Bootstrapping for Large-Scale Medical Vision-Language Learning. arXiv 2024. > : Hﬁfﬁﬁ[

He, et al. GSCo: Towards Generalizable Al in Medicine via Generalist-Specialist Collaboration. arXiv 2024.



SmartCare for Patient-centered Care

Pre-Consultation Module

SmartChat Voice Input Medical Chatbot

Intelligent voice interaction system collects
preliminary symptoms and medical history,
enhancing pre-consultation experience.

SmartTriage Customizable Triage System

Intelligently allocates medical resources based
on clinical environment, optimizing patient
flow and waiting times.

Consultation Module

SmartConsult Intelligent Transcription

Real-time transcription of doctor-patient
conversations, allowing physicians to focus
on patient interaction rather than
documentation.

Dr. Justin Cheng

Post-Consultation Module

SmartDoc Automated Documentation

Automatically generates 30+ types of medical
documents, significantly reducing administrative

burden and accelerating overall service process.
25



J Pre-consultation (online booking at home, or at the Waiting Room)

Health Care Professionals (HCPs): Drs, Nrs, Allied Health

4

SmartCare

Smart
Consultation
System

Welcome to SmartCare Smart Consultation
System

Doctor Login
Nurse Login
Social Worker Login

Admin Login

SmartCare project is developed bySmartLabDeveloped by

© 2025 SmartLab. All rights reserved

3:55 HERCS 94 ]

SirmtE

Moo FEANRINAC TACH SURIW

£, EREE FRAE. &
. HER: £5&EE. XEE
REFEIAR,

{RREH R AIRIRE
&, tEUFRERREIENE
2

BEAEN

TREIFIR 2R 2 TE 1R
ENEE G HIR 057

AR, TAHEE

fERAREAINEEITERRE
A7 ?

1: Online Link /
Waiting Rm QR to Pt

Patients are classified into three categories according to their medical conditions:

Category 1 - Category 3 -
Critical Non-urgent

3:58 HHBCS
* For example: * For example: * Forexample:
e Cardiac or e Patient with severe ¢ Common cold
respiratory arrest pain « Gastroenteritis
® upper airway  Higher fever with a e Urinary tract
obstruction body temperature infection
* Respiratory failure >40°C « Minor injuries
or distress ¢ Dehydration
* Unstable vital signs ¢ Low blood pressure
* Active blood loss
¢ Chest pain
: : suspected of
DlagnOSIS and cardiac in origin
treatment
Summary For Patient Code: 0063 @
Al-Patient Chat History Edit Panel
Hints(2/3): You can use alt + tab to switch between this website and the medical system.
Patient
BRI FEE, RIANELST Paragraph View Copy [O
s The 55-year-old male patient reports symptoms lasting for 14 days,
TR ETLENER including shortness of breath, coughing, and generalized itching. He
mentioned having indoor plants at home and recently visiting a park; his
symptoms started on the night after playing in the park. The patient self-
ZSSHBMBERE TIHHARNER, SETRaE Patient reports pollen allergy but does not specify particular allergens. He has
o 2 g Gy == no past medical history or family history, and he has not attempted any
ZmHE gk, HRIRPEENEY, BRAEVEL MERaE, EERRST If. yet. Further ion is needed to i
B, EREAEBRESNMALE, BEERHEHE H if his symptoms are related to pollen allergy and to consider appropriate

treatment.

8, BRBEELSEORBE, 2ARERLNRK
AL, tEREREAERAREE. REE—SFER
ERRZEREHAMKEAMN, LERETREAER.

(mx]

corsse

2: Pt’s Speech / Text
Answer -> Summary

4: Triage then Initial Summary
for HCPs to Starts Consultation




J Large Language Model (LLM) in the “Research Consultation Room”

Dr: /b\#? ]@ﬁj: °

Pt: 1% B4 5ot NHE NS > A/ D/ DRIOYE
il H #V B A IEEF i

Dr: EEE Ji 7 [EIFi 1S ey’ E/R?%ZE”EA%W ?

Pt: ZHE—E AN & HEEETEE  fTRRE T (E
Dr: Zﬁ—ﬁﬁ TTRf A A B AR 2 BB ﬁtb?ﬁﬂifé%@ ?
Pt: Z Al EMEEE - (HRMENNEE T > FRENIE MR
Dr: FRUCHE®E - #SI[ERYE - AT MEARSGHEY 2
Pt: AW BAPAEMER - MEFREEIREETR - B H 3R - B
SERE 0 HRAGRRE S -

Dr: WHZFERTE » ElAew i > A7 NEERRET 2

Pt: REZZHEERES - ((EEHCHAWIT > B HEIEGRE -
Dr: FHBHH
NHEANME
Pt: DMH@%{% EAARROEEE - B0 H CREEEE -

’ 33? HitkeE N SReEi - HZH s - B

Dr: BEFEHEL - BRZCE: - PRt < )8 R R RRERTE  FHE —

3 30 B -
Pu: i B4 A LEHE LU -

1: Transcription (Pt - HCPs Convers.)

"BP Pulse stable, no fever” "Pupils equal reactive, no jaundice no
pallor, thyroid normal.” "Regular heart sounds, slight irregular rhythm
irregular.” "Clear clear" "Abdomen non-tender, normal bowel sounds,

no masses, liver and spleen not enlarged.” "Moderate ankle swelling”

Both knees tender, limited motion, other joints NAD” “Reflexes intact,
no focal deficits, sensation normal, mild lower limb weakness.”

2: Transcription (Physical Exam)

Reminder

¥

F

Name: CHAN Ming Yu. Age: 67 years old. Gender: Female
Medical Record Number: 9384987937. Date of Visit: 5 March 2025
+Chief Complaint: Headache, fatigue, chest pain

Subjective:

+Patient reports dizziness, fatigue, and mild chest pain for the past month.
«Difficulty walking and performing daily activities.

*Reduced appetite and overall weakness.

*Multiple chronic conditions including hypertension, diabetes, and arthritis.
+Difficulty sleeping due to joint pain.

Objective:

. Appears tired and in mild discomfort.

Regular heart sounds, slight rhythm irregularity

Moderate swelling in both ankles

Significant pain and limited range of motion in both knees

No focal neurological deficits
Suggested Assessment:
*Hypertension (poorly controlled)
*Type 2 Diabetes Mellitus
*Osteoarthritis of the knees

SOAP
*Mild Heart Arrhythmia Editor

3: LLM Generated Medical Record (MR) j

Suggested Plan:

1.0rder blood work to evaluate glucose levels, kidney function, and electrolytes.
2.Perform an ECG to investigate the rhythm irregularity.

3.Prescribe medication adjustments for hypertension and diabetes management.

4 Refer to a specialist for arthritis management.

5.Schedule a follow-up appointment in 2 weeks to review test results and adjust treatment
plan as needed.

Suggested Instructions to Patient:

*Monitor blood pressure and blood sugar levels at home.

*Take prescribed medications as directed.

4: LLM Recommendations added to MR }

A__0[

=

4 Referral Reply

-

- Letter Letter

®)

-O ( - - -

o Prescription Medical

g Letter Cert

c

O

(3, Pre-Approval Fitness

¢ | Form to Work

3]

- p -

3 Patient Claim

2 Instructions | Forms

2

E Follow-up Medical

S _ Appt Letter | Report

g Labs Imaging

I~ Forms Forms
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Challenges

Data

How to get large-scale high-quality

medical data for foundation model training? <&
Challenges include ethical issue, <
heterogeneity, cost, etc.

b
£ S,
é MOdEI '-,.gs CO///’Q 06’72‘
4+ 7,
Y'ml * How to construct powerful Al models for &
. . < .
medical knowledge learning? Tansterring apijjy,
(o o o .

Challenges include adaptability, capability,
reliability, etc.

%
EA Gty
Clinical Validation and Deployment 2 o )
g ’P * How to widely deploy Al models in clinical O\)@O"?’d
=0 settings? 2
* Itis essential to establish human-machine %’é@ 2
collaboration and ensure responsibility.

He et al. Foundation Model for Advancing Healthcare: Challenges, Opportunities and Future Directions. IEEE RBME 2024.

fussanip 535020
Data space shif

Computation
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Thank You!

Smart Lab: Large and Trustworthy Al for Healthcare

Email: jhc@ust.hk

About Me Smart Lab

T N
'|lllll Z]eE alo]
HEE

https://cse.hkust.edu.hk/~jhc/ http://smartlab.cse.ust.hk/
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