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The Foundations of Human-Centric Trustworthy AI/NLP Reasoning
(fundamental principles for scalable alignment, robust knowledge understanding, generalizable intelligence, etc.)

Applications

Adapting Language + X to the Open-World Ecosystem
(novel problem formulations, benchmark assessments, agentic frameworks, adaptive learning styles)

AI for Coding AI for Health

What We Do: Extending Language Models from Shallow Textual Understanding 
    to Richer Capabilities as the Connecting Bridge Across Modalities and Tasks

AI for Business AI for Science

Novel
Paradigms

Deeper 
Understanding 

of Building Blocks

Introduction BeyondRobustness Cross-Context Capability



Let’s Start with an Acuity Test on LVLM Reasoning Robustness to 
Simple Visual Variations, which is Key for Real-World Generalization
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Fan et al. V2R-Bench: Holistically Evaluating LVLM Robustness to Fundamental Visual Variations. Preprint, 2025. 

❖ Our automated data generation framework to conduct a holistic sweep of visual 
variations on LVLMs, along with our metric definitions.
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Impact of direction, position and scale variation on LVLM

❖- (a)(b): The accuracy of the LVLM is higher in the peripheral than the center, meaning 
that LVLMs have the tendency to infer from the context, rather than focus on the 
objects.

❖-(c) The LVLMs experience a sharp decline on a visual threshold, resembling the 
human visual acuity
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Fan et al. V2R-Bench: Holistically Evaluating LVLM Robustness to Fundamental Visual Variations. Preprint, 2025. 



The LVLM component analysis - multimodal projector 
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Fan et al. V2R-Bench: Holistically Evaluating LVLM Robustness to Fundamental Visual Variations. Preprint, 2025. 

❖ (a)Feature space of the aligned feature does not align with that of the text embedding.

❖-(b)We directly decode the output of mm-projector using the language embedding 
matrix. The output is not coherent natural languages.

❖-(c) Demonstration of the features varies as the object position changes. This lead to 
error accumulation in the LVLM pipeline 



In addition to Perception Robustness, LVLM Cross-Context Reasoning 
is also a Largely Overlooked Challenge!

Zhang et al. VLM^2-Bench: A Closer Look at How Well VLMs Implicitly Link Explicit Matching Visual Cues. Preprint, 2025. 
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❖C𝙧𝙤𝙨𝙨-𝙘𝙤𝙣𝙩𝙚𝙭𝙩 𝙫𝙞𝙨𝙪𝙖𝙡 𝙧𝙚𝙖𝙨𝙤𝙣𝙞𝙣𝙜 is 
extremely simple and straightforward for 
the human cognitive process…

❖But it is 𝗾𝘂𝗶𝘁𝗲 𝗰𝗵𝗮𝗹𝗹𝗲𝗻𝗴𝗶𝗻𝗴 𝗳𝗼𝗿 𝗰𝘂𝗿𝗿𝗲𝗻𝘁 
𝗹𝗮𝗿𝗴𝗲 𝘃𝗶𝘀𝗶𝗼𝗻 𝗹𝗮𝗻𝗴𝘂𝗮𝗴𝗲 𝗺𝗼𝗱𝗲𝗹𝘀 
(𝗟𝗩𝗟𝗠𝘀), especially across multiple 
images and videos!

 𝙒𝙝𝙮, and 𝙝𝙤𝙬 𝙘𝙖𝙣 𝙬𝙚 𝙞𝙢𝙥𝙧𝙤𝙫𝙚?
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How Well VLMs Implicitly Link Explicit Matching Visual Cues: VLM²-Bench

❖Statistical overview: 9 subtasks across the    
3 main categories of visual cues.

❖Inter-annotator 

   agreement of 

   over 0.98 in 

   Kappa score
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SOTA LVLMs Still Lag Far Behind Human Performance
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Zhang et al. VLM^2-Bench: A Closer Look at How Well VLMs Implicitly Link Explicit Matching Visual Cues. Preprint, 2025. 

❖ Interestingly, reasoning in language via COT helps, but visual prompting yields mixed results.

❖ Note that models perform better 
in linking person-centric (PC) cues 
than object-centric (OC) cues.
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The First Step is Benchmark Assessments for Gleaning Insights…
                  Then We Also Propose Novel Solutions to Train Models Better
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Our Team and Research Mission

Yi R. (May) Fung, PI

Overarching Goal: Advance human-centered trustworthy AI with multimedia 
knowledge reasoning capability and scalable alignment principles for

helping solve real-world problems.

Zhiyuan FanShijue Huang Zhaochen SuZhitao He

Yumeng WangDadi Guo
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