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Long Chain of Thought (CoT) 


+ certain cognitive behaviors 
(e.g., Self-Reflection)
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DeepSeek-R1 and Kimi-k1.5 choose the extremely simple recipe — Reinforcement Learning 

Guo, Daya, et al. "Deepseek-r1: Incentivizing reasoning capability in llms via reinforcement learning." arXiv preprint arXiv:2501.12948 (2025).
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Long	CoT	Patterns	Emerging	in	RL	Training

3

DeepSeek-R1 and Kimi-k1.5 choose the extremely simple recipe — Reinforcement Learning 

Model naturally develops long CoT during RL 

Guo, Daya, et al. "Deepseek-r1: Incentivizing reasoning capability in llms via reinforcement learning." arXiv preprint arXiv:2501.12948 (2025).

Not SFT, just base model
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But	the	emergence	of		
Long	CoT	plus	Self	Reflection	is	new
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Deepseek-R1	conducts	experiments	on	huge	models	in	a	large-scale	RL	setting.		
What	about	small	model	and	limited	data?	

Does	RL	works	for	small	model	and	limited	data?	

Does	long	CoT	and	self-reflecBon	emerge	in	this	case?	
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SimpleRL-Zero	—	RL	from	scratch	
RL is applied directly to the base model using 8K MATH (query, answer) pairs without SFT.

[1]	Zeng	et	al.	7b	model	and	8k	examples:	Emerging	reasoning	with	reinforcement	learning	is	both	effecBve	and	efficient.	2025
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Outperform Instruct model and achieves comparable results to PRIME with 50x data efficiency.

RL is applied directly to the base model using 8K MATH (query, answer) pairs without SFT.

[1]	Zeng	et	al.	7b	model	and	8k	examples:	Emerging	reasoning	with	reinforcement	learning	is	both	effecBve	and	efficient.	2025
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Experiment	Setup	
• Start from the Qwen2.5-Math-7B-Base model.

Using only 8K examples from the original MATH dataset, much less than other methods.

Evaluate on challenging math benchmarks, AIME, AMC …
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Training

SimpleRL-Zero	—	RL	from	scratch	

Evaluation
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Almost	all	open	reproduction	of	DeepSeek-R1	is	based	Qwen	models,	but	Qwen	
models	are	kinda	special.		

Are	the	conclusions	from	these	works	Qwen-specific?	
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[1]	Zeng	et	al.	SimpleRL-Zoo:	InvesBgaBng	and	Taming	Zero	Reinforcement	Learning	for	Open	Base	Models	in	the	Wild.	2025



The	Hong	Kong	University	of	Science	and	Technology

Main	Results

11



The	Hong	Kong	University	of	Science	and	Technology

RL	Generalizes
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Response	Length	does	not	reflect	
the	full	story

13

Response	length	increase	of	Mistral-7B	is	unhealthy

Response	length	increase	may	be	due	to	repeggon	and	the	response	does	not	stop
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[1]	Gandhi	et	al.	CogniBve	behaviors	that	enable	self-improving	reasoners,	or,	four	habits	of	highly	effecBve	stars.	2025
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Cognigve	Behavior

14

Response	length	is	just	a	superficial	metric,	it	does	not	directly	reflect	“aha	moment”.	We	
should	focus	more	on	the	true	metric	—	We	use	GPT-4o	to	judge	the	cognigve	behaviors	[1]

[1]	Gandhi	et	al.	CogniBve	behaviors	that	enable	self-improving	reasoners,	or,	four	habits	of	highly	effecBve	stars.	2025
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Applying	format	reward	limits	exploragon	in	the	inigal	stage	and	hurts	
pargcularly	for	weaker	base	models
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Data	Difficulty,	not	too	hard,	not	too	easy
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Revisit	the	pretraining	->	short	CoT	SFT	->	RL	recipe Why	RL	fails	in	the	past?

The	worse	it	gets	when	we	perform	more	SFT	before	RL

Mistral-Small-24B,	OpenHermes-2.5	SFT	->	RL	
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