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New Constructions of Asymptotically Optimal
Codebooks With Multiplicative Characters

Ziling Heng, Cunsheng Ding, Senior Member, IEEE, and Qin Yue

Abstract—In practical applications, such as direct spread code
division multiple access communications, space-time codes and
compressed sensing, and codebooks with small inner-product
correlation are required. It is extremely difficult to construct
codebooks achieving the Levenshtein bound. In this paper, two
new constructions of infinitely many codebooks with multiplica-
tive characters of finite fields are presented. These construc-
tions produce complex codebooks asymptotically achieving the
Levenshtein bound and codebooks asymptotically achieving the
Welch bound. The codebooks presented in this paper have new
parameters.

Index Terms— Code division multiple access, codebooks, signal
sets, compressed sensing, Welch bound, Levenshtein bound.

I. INTRODUCTION

ODEBOOKS (also called signal sets) with small inner-

product correlation are usually used to distinguish among
the signals of different users in code division multiple
access (CDMA) systems. An (N, K) codebook C is a set
{co, c1, ..., en—1}, where each codeword ¢;,0 <] < N—1,is a
unit norm 1 x K complex vector over an alphabet. The alphabet
size is the number of elements in the alphabet. The maxi-
mum cross-correlation amplitude of an (N, K) codebook C is
defined by

max

7
0<i<j<N-— ’

| ¢ic’
1

Iax (C) = j

where ¢ denotes the conjugate transpose of a complex
vector €. Inax(C) is a performance measure of a codebook C
in practical applications. One important problem is to min-
imize the codebook’s maximal cross-correlation amplitude.
Minimizing Iyax(C) among codewords of a codebook C can
approximately optimize various performance metrics such as
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outage probability, average signal-to-noise ratio and symbol
error probability for multiple-antenna transmit beamforming
from limited-rate feedback [15], [20]. In the context of unitary
space-time modulations, minimizing Imax(C) is equivalent to
minimizing the block error probability [13]. Codebooks are
also called frames. A codebook C with minimal I, (C) is
referred to as a Grassmannian frame. Besides, minimizing
I'max (C) of finite frames brings to minimal reconstruction error
in multiple description coding over erasure channels [23].

For a given K, we would like to construct an (N, K)
codebook with N being as large as possible and I« (C) being
as small as possible simultaneously. However, the following
Welch and Levenshtein bounds demonstrate a trade-off among
the parameters N, K and I« (C) of a codebook C.

Lemma 1 (Welch Bound): [27] For any (N, K)
codebook C with N > K,
N—-K
Inax(C) > | ——. I.1

In addition, the equality in (I.1) is achieved if and only if

| N—K
oHl = [
|clcj| (N — 1K

for all pairs (i, j) with i # j.

If a codebook C achieves the Welch bound in (I.1), which
is denoted by Iy, we call it a maximum-Welch-bound-
equality (MWBE) codebook [29]. An MWBE codebook is also
called an equiangular tight frame [25]. MWBE codebooks are
employed in many applications including CDMA communica-
tions [19], space-time codes [24] and compressed sensing [25].
To our knowledge, only the following constructions of MWBE
codebooks were reported in literature:

(1) In [22] and [29], optimal (N, N) and (N, N — 1) code-
books with N > 1 were generated from the (inverse)
discrete Fourier transform matrix or ideal two-level
autocorrelation sequences.

In [2] and [23], optimal (N, K) codebooks from confer-
ence matrices were given when N = 2K = 291! with
d being a positive integer and N = 2K = p? + 1 with
p being a prime number and d being a positive integer.
In [3], [4], and [29], optimal (N, K) codebooks
were constructed with cyclic difference sets in the
Abelian group (Zy, +) or the additive group of finite
fields or Abelian groups in general.

(4) In  [10], optimal (N,K) codebooks

(2, k, v)-Steiner systems were presented.

)

3)

from

0018-9448 © 2017 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.



6180

(5) In [7]-[9] and [21], graph theory and finite geometries
were employed to study MWBE codebooks.

According to [23], the Welch bound on I, (C) of a
codebook C is not tight when N > K(K + 1)/2 for real
codebooks and N > K? for all codebooks. The following
Levenshtein bound turns out to be tighter than the Welch
bound when N > K2

Lemma 2 (Levenshtein Bound):
codebook C with N > K(K + 1)/2,

3N — K2 -2K
Imax(C)z\/—

[17] For any real-valued

. 1.2
(N -—K)(K +2) 12)
For any complex-valued codebook C with N > K?,
2N —K? - K
InaxC) > | —————. 1.3
maX()_\/(N—K)(K—i-l) (L.3)

In general, it is very hard to construct codebooks achieving
the Levenstein bound, which is denoted by I; (the right-
hand side of (I.2) or (I.3)). There are only a few construc-
tions of codebooks achieving the Levenshtein bound. These
codebooks meeting the Levenstein bound were constructed
from Kerdock codes [1], [30], perfect nonlinear functions [6],
bent functions over finite fields [33], and bent functions
over Galois rings [11]. Codebooks achieving the Levenshtein
bound are employed in quantum physics and the design of
spreading sequences for CDMA and sets of mutually unbiased
bases [6], [28].

Since it is very difficult to construct optimal codebooks,
there have been a number of attempts to construct codebooks
asymptotically (or nearly) achieving the Welch bound or the
Levenshtein bound, i.e. Ihax(C) is slightly higher than the
Welch bound Iy or the Levenshtein bound I;, but asymp-
totically achieves one of them. That is to say,

Imax (C) —1lor lim Imax (C) _
Iw K—oo I

lim

K—oo

1.

In [22], Sarwate gave some nearly optimal codebooks
from codes and signal sets. Ding [3], Ding and Feng [5],
Li et al. [16], Zhang and Feng [32], and Zhou and Tang [34]
constructed some nearly optimal codebooks based on
almost or relative difference sets. Yu [31] presented some
nearly optimal codebooks from binary sequences. Recently,
Hu and Wu [12] proposed new constructions of nearly optimal
codebooks from difference sets and the product of Abelian
groups.

In this paper, we present two new constructions of complex
codebooks with multiplicative characters over finite fields, and
determine the maximum cross-correlation amplitude of these
codebooks. We prove that our codebooks are asymptotically
optimal with respect to the Levenshtein or Welch bound. The
parameters of our codebooks are new.

This paper is organized as follows. In Section II, we recall
some basic results on characters and Jacobi sums over finite
fields. In Section III, we present our first construction of code-
books. In Section IV, we introduce our second construction of
codebooks. In Section V, we conclude this paper and make
some remarks.
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II. MATHEMATICAL FOUNDATIONS

In this section, we recall some necessary mathemati-
cal foundations on characters and Jacobi sums over finite
fields. They will play important roles in our constructions of
codebooks.

In this paper, we always assume that p is a prime number
and ¢ = p™ with m being a positive integer. Let I, denote
the finite field with g elements. Let o be a primitive element
of F,. Let Tr,/, be the trace function from F, to F,
defined by

m—1
Try/p(x) = Z xP’
j=0

A. Characters Over Finite Fields

In this section, we recall both additive and multiplicative
characters over finite fields.

Definition 3: An additive character of F, is a mapping x
from ¥, to the set C* of nonzero complex numbers such that

x(x+y) = x@)x(y) for any (x,y) € Fy x Fy.
Every additive character of ¥, can be expressed as

a() = Cl')l“rq/p(ax), xeF,,
where ¢, is a primitive p-th root of complex unity. If a =0,
we call yo the trivial additive character of F,. If a = 1,
we denote y = y; which is called the canonical additive

character of IF,;. The orthogonal relation of additive characters
(see [14]) is given by

z x(ax) =

xelFy, 0

q, ifa=0,
otherwise.

Definition 4: A multiplicative character of Fy is a nonzero
Junction y from Iy to the set C* of nonzero complex numbers
such that y(xy) = wx)w(y) for any x,y € F¥, where
Fy =TFq\{0}.

The multiplicative characters of F, can be expressed as
27/—1

follows [14]. Let ¢ = e &
complex unity. For j = 0,1, ---
defined by

denote the h-th root of
,q — 2, the functions y;

wi(a¥) =gk, fork=0,1,-- g -2,

are all the multiplicative characters of IF,. If j = 0, we have
wo(x) = 1 forany x € Fy. We call yy the trivial multiplicative
character of IF,.

For two multiplicative characters w, ', we define their
multiplication by setting y ' (x) = y(x)y’(x) for all x € Fy.
Let ﬂF\‘Z be the set of all multiplicative characters of F,. Let y
denote the conjugate character of y by setting v (x) = w(x),
where y (x) denotes the complex conjugate of y (x). It is easy
to verify that w~! = . Then ﬁ‘j; forms a group under the
multiplication of characters. Furthermore, fF\Z is isomorphic
to FZ. Then by Definition 4, we have the following lemma.

Lemma 5: For any x € FZ and j1, j» € {0,1,---,q —2},
we have

Vi (x)ll/jz(x) = V/jlsz(x)'
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For a multiplicative character y of F,, the orthogonal
relation (see [14]) of it is given by

Zwm:[q_l’ if w = yo,

herwise.
o 0 otherwise

B. Jacobi Sums

We now extend the definition of a multiplicative character w
by setting

0, if v # wo.

As a result, the property that w(xy) = w(x)y(y) holds for
all x,y e IFy.

Definition 6: [14, p. 205] Let 11, ..
tive characters of Fy. The sum

1, if y = wo,
w(0)=[ ey

., Ak be k multiplica-

JO1L ..ok = D i)l
c)+teg=1
e, €Fg

is called a Jacobi sum in Fy.

Jacobi sums are very useful in coding theory, sequence
design and cryptography. A well-known result on the value
of Jacobi sums is the following.

Lemma 7: [14, Ths. 5.19, 5.22] For the values of the
Jacobi sums, we have the following results.

(1) If A1, ..., Ak are trivial, then J (A1, ..., M) = ¢* L.
(2) If some, but not all, of the A; are trivial, then
J(1,..., ) =0.
(3) Ifall of A1, ..., Ak are nontrivial charaﬁfi’rs and Ay -+ A
is nontrivial, then |J(A1,..., k)| =q 7.
@) Ifall of A1, ..., Ak are nontrivial chka_rzacters and Ay A
is trivial, then |J(A1,..., )| =q = .
For any a € F*, we define the sum
JaOtsod) = D Ailen) -+ dkler), (LD
cl+-+cr=a
where the summation extends over all k-tuples (cy, ..., ck)

of elements of IF, satisfying c¢; + --- + ¢t = a. Hence,
J1(A1, ..o Ak) = J (A1, ..., Ak). It was shown in [14, p. 205]
that

Ja(21, .o ) = (- )@ J (A1, ..o, Ak).

Therefore, |J, (A1, ..., k)| = |J (41, ..., Ak)|. That is to say,
Lemma 7 also holds for J,(11,..., k) fora € IF;.
For a = 0 in Equation (II.1), we recall the following results.
Lemma 8: [14, Ths. 5.19, 5.20, 5.23] Let Jo(A1, ..., Ak)
be the character sum defined in Equation (I.1) with a = 0.

(I1.2)

(1) If A1, ..., Ak are trivial, then Jo(A1, ..., Ax) = g~ L.

(2) If some, but not all, of the A; are trivial, then
Jo(A1, ..., k) =0.

(3) Ifall of A1, ..., Ak are nontrivial characters and Ay -+ Ay,

is nontrivial, then |Jo(A1,...,A)| = 0.
@) Ifall of A1, ..., Ak are nontrivial characterskagzd Al Ak
is trivial, then |Jo(A1, ..., )| = (g —1Dgq = .
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III. THE FIRST CONSTRUCTION OF CODEBOOKS

In this section, we present our first construction of code-
books with multiplicative characters of finite fields, and prove
that our codebooks are asymptotically optimal.

A. Some Character Sums Related to Jacobi Sums

In this subsection, we evaluate some character sums related
to Jacobi sums. These character sums will be employed later.

Let k£ be a positive integer. Now we count the number of
solutions (cy,...,ck) € (IFZ)" of the diagonal equation

ci+ec+ -+ =awithael,. (IIL.1)

The number of its solutions may be known. For completeness,
we present a simple proof in the following lemma.

Lemma 9: The number of solutions (c1, ..., cx) € (FZ)]‘ of
Equation (IIL.1) is given by n = %((q — DF 4+ (=D i
a el and n = ;((q — D+ (=D (g —1)) ifa=0.

Proof: Denote by y the canonical additive character of IF,.
It follows from the orthogonal relation of additive characters
that

DI WP THCERUR )

veF, c1,...,ck el

k
@=D+ D x=an) | TT D x(ci»

yeIF’q‘ j=1 c‘,-e]FZ

@D fa e F,
(l]—l)k'f‘(q—l)k(q—l), ifa=0.
0

For a positive integer k and a € F,;, we define a new
character sum by

JaGas.dy=" > e Ala),  (M1L2)
c1t+-+er=a
(1)@

where Ap,...,Ar are k multiplicative characters of F,.

By Lemma 9, this sum contains n terms, where 7 is the number
of solutions of Equation (III.1). Note that if all of Ay,..., A%
are nontrivial characters, we have 1;(0) = 0 for 1 <i <k
and then

JaOty oy ) = Ja(Aa,s - .oy Ak).

1) The Case a € Fy: We first consider the case a € . By
Lemmas 7, 9 and (I1.2), we directly have the following results.

Lemma 10: Let J:l(i] ,...,Ak) be the character sum
defined before.

() If Ar,...,Ak are trivial, then J:l(il,...
+((g = DF + (=D},
(2) Ifall of Ay, ..

k) =

., Ak are nontrivial characters and A1 --- Ay

is nontrivial, then |J,(A1, . . ., A = q%.
3) Ifall of A1, ..., Ak are nontrivial chakrc;cters and Ay Ay
is trivial, then |J,(A1, ..., )| =q 2 .

In the following, we mainly consider the case that some,
but not all, of the A; are trivial.
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Lemma 11: Assume that 11, A2,
Ah+1s -

., Ak are trivial for 1 <h <k — 1.
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., An are nontrivial and
(1) If A1 - -+ Ap is nontrivial, then |J,(A1,

2) The Case a = 0: We now consider the case a = 0
By Lemmas 8 and 9, we directly have the following result.
LA = ?% Lemma 12: Let Jo(41,
Q) If Ay -+ Ay is trivial, then |Tu(31, ..., )| = q' % defined before.
Proof: Assume that A1, A3,..., A, are nontrivial and
Ah+1, ..., Ak are trivial for 1 < h <k — 1. Then
JaOts o) = D

(M If A,
Z1(cr) -+ Ak (cr)
c1t+-+er=a

., Ak are trivial, then J~o(ll,
;@ = DF + (=g = 1))

(2) Ifallof 41,
(1)@

., Ak) be the character sum

ca k) =
-, Ak are nontrivial characters and A1 --- Ak
is nontrivial, then |Jo(A1, ..., )| = 0.
) Ifall of A1, ..., Ak are nontrivial characterskagzd A Ag
_ Z J1(er) - n(en). is trivial, then |Jo(A1, ..., )| = (g —1)g z .
crttep=a With similar arguments as those in the proof of Lemma 11,
(c1,er)e@F one can prove the following results.
For a fixed (ci,...,cp) € (F*)", we now consider the 2 Lemma 13: Assume that 1., )2,
solutions (¢p41,...,Ck) € (FZ)"_ of the equation bl
cht1+-- e =a—(c1+--+cpn).

1

., Ak are trivial for 1 <h <k — 1.
. q
if ¢ + -+ + cp # a. Hence,

., A are nontrivial and
By Lemma 9, it has é((q — k= 4 (—1)k=" (g —1)) solutions
ifeci+---+cp =aor

(1) If A1 - - - Ap is nontrivial, then |J~0(/11,

) =0.

Q) If A1+ A is trivial, then |Jo(, . . ., 20| = (g—1Dg'T
_ _ . B. The First Construction of Asymptotically

_ 1\k—h _1\k—h+1

(g =D+ (=D ) solutions Optimal Codebooks
JaCit, -y 24)
1 _ _

= (@=- D"+ =D - )

x 2

Z1(e1) -+ - An(en)
c1+tep=a
(€1een) €ED

.....

In this subsection, we present a construction of codebooks,

unless otherwise stated.

which is based on multiplicative characters of F,. Throughout
this subsection, we let a € F} and n = %((q — DF 4 (=D

1 _ _

+5«q—1% b4 (=it

x> e dnlen)
c1+-+cp#a

(C1oencn)€EDN

Let &, denote the set formed by the standard basis of the
n-dimensional Hilbert space:

(1’090,"' ’090)9

915 9"'9050)’
1 _ _
3«q—1% " (=

(09 O, 09 ) 09 1)

Let wj,, ¥j,,..., wj be k multiplicative characters of [,
defined in Definition 4, where ji,..., jr € {0,1,...,9 —2}.
Define a set
= e F*)k - e =
% Z il(cl)'.'ih(ch) S {(C15 5Ck) € ( l]) Cl—‘f_ +Ck a}
(€1 reencn)E(FL) for a € . Note that |S| = n by Lemma 9. Then we define
_ a codeword of length n b
HEDET ST A nden) Y
(CcljJrjc;ceh(Eg)h Ctsennfit) = ﬁ(wjl (cD) - v (C))er,....ces-
h . . .
1 i il This codeword is a unit norm 1 x n complex vector.
= 5((6] — D (=D )H Z Aj(cj) Now we construct a complex codebook C as
=1 \ejel . .
TSI MCZ) C=1{C(j) Jsr k€10, 1,...,¢g —2)}UE,. (IL3)
— 1(cy) - -
cl+-ten=a The alphabet size of the codebook C is ¢ 4+ 1. By definition,
(€15escn)E(Fp)" C has N = (¢ — 1)* + n codewords of length K = n =
— (—1)kh Z A1er) - anlen) %((q — 1)¥ 4+ (=¥, Consequently, we have the following
conclusion.
c1+-+ep=a
(1) @D 5
T K <N <K~
= (=D, ),
where the fourth equation holds due to the orthogonal relation
of multiplicative characters. This implies that
[ Ja(h,

Lemma 14: If k = 2, we have N > K2 If k > 2, we have

201 = 1Ja(,
Since A1, 42,

ey ARl
follow from Lemma 10.

Theorem 15: Let C be the codebook in Equation (III.3).
., A are nontrivial, the desired conclusions

Then it is a ((g — 1)* + n, n) codebook with

k42r71
Imax (C) = 1
[l

(g — DF 4+ (=DF1”
where n = é((q — DF 4 (=DFD,
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Proof: Let ¢, ¢’ € C be two distinct codewords. Denote
F = C\&,. Now we calculate the correlation of ¢ and ¢’ in
the following cases.
(1) If ¢, ¢ €&, it is obvious that |ec’"| = 0.
Q) Ifce F,.d €&, oreeé,, ¢ €F, we have

1 1
H
|CC/ | = ﬁ“//jl(cl) c l//jk(Ck)| = ﬁ

for some (c{,...,cx) € S and ji,...,jx €

0,1,...,q9 - 2).
(3) If ¢, € F, we assume that ¢ = C(j,...j») and
c" = C(jjunil) with (ji,..., jk) # (jl/,..'/.,jli) \f&;here
Jls - ovs Jk € {0»1,,5]_2} ari]]""»]k €
{0,1,...,¢9 — 2}. By Lemma 5, y;, y/}t = yj,_j for
all t = 0,1,...,9 — 2. Denote 4, = 7 for all
t=0,1,...,9 — 2. Then we have
== > dile) o)
c1t++cep=a
(1) EERE
1~
= _Ja(ila'°',ik)'
n
Since (j1, .- -, jk) # (ji»---» j;). notall of 1, are trivial

characters. Hence, by Lemmas 10 and 11, we deduce

We remark that |c¢’” | can take all the values in the sets
on the right hand of the above expression. Furthermore,
k—1
= . .
le”| = £— if and only if all of Aj,..., A are
nontrivial characters and Ay - - - 1 is nontrivial.

Summarizing the conclusions in the three cases above,
we obtain

1 o= 5 i
|cc/H|e[O,—,q 4 }u{q
Jnon n n
h—

2
U[q ’ :2§h§k—1].

:1§h§k—1}

n
As a result, we have

k=L
2

q

Tmax (C) =
n
where n = é((q — 1)* + (=1)**1). This completes the proof.
O
Theorem 16: When k = 2, the codebook in Theorem 15 is
asymptotically optimal with respect to the Levenshtein bound
in Equation (1.3).

Proof: For N = (g —1)> 4+ (¢ —2) and K = q — 2,

by Lemma 2, we have

q*+q—4
IL= 13
(g—1)
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Hence, by Theorem 15,

I \/(q2+q —4)(g —2)?
q(g —1)° '

Consequently, limg—, I:ﬁ = 1. This completes the proof. [J
Theorem 17: When k > 2, the codebook in Theorem 15
is asymptotically optimal with respect to the Welch bound in
Equation (I.1).
Proof: By Lemma 14, N < K?>. For N = (g — )l +n
and K =n = é((q — ¥ + (=1)**1), by Lemma 1, we have

Imax

/ :\/ (¢ — D
N LT )

Hence, by Theorem 15,

Iy _\/ (g — Dn
Inax Vg1 —1Df+n—1)

_ (g — Dk (g — DF + (= 1D)k+!
“V@-Df+n—1 gk ’

It then follows that limg oo % = 1. This completes the
proof. g

Example 18: Let p = q = 5,a = 1 and k = 2, then
N =19, K = 3. Let a be a primitive element of I, with
a2+ 1 = 0. Then F, = {0, 1,a,a2,a3}. Without loss of
generality, we assume that o. = 2. It is easy to verify that all
the 2-tuple (c1,c2) € (IE‘j;)2 satisfying c1 + ¢2 = 1 are the
following:

(a, az) or (a2, a) or (o, a3).

Thus, S = {(a,a?), (a?,a), (@3, a’)). The set F = C\&
consists of the following 16 codewords of length 3:

o = %(1, L), ¢ = %(—1,;‘,—;‘),

) = %(1‘,—1,—1’), 3 = %(—1, 1,—1),
cq4 = %(1,—1,—1), c5 = %(—i,—l,i),
c6 = %(—1,—1’,1'), w:%(l,i,i),

cg = 7( i,—i,—1), ¢9= \/Lg(—l,—l, 1),
clo = %(i,i,—l), ¢l =7§(i,1,i),

¢y = 7(1’, —i, 1), c13= \%(—i,i, 1),

cl4 = %(1, —i,—i), ¢i5= %(—i, 1, i),

where i = /—1. It is easy to verify that the codebook C =
FUEs of Theorem 15 is a (19, 3) codebook with I = ¢T§
This is consistent with the conclusion of Theorem 15.

In Table I, we provide the parameters of examples of the
codebook of Theorem 16. The numerical data shows the
asymptotic optimality of the codebook. In Table II, we provide



6184
TABLE I

PARAMETERS OF THE (N, K) CODEBOOK IN THEOREM 16

q N K Imax IL IL/Imax

11 109 9 0.368514 | 0.357771 0.970845

13 155 11 0.327777 | 0.320951 0.979175

16 239 14 0.285714 | 0.281793 | 0.986276

17 271 15 0.274874 | 0.271534 | 0.987849

23 505 21 0.228373 | 0.226859 | 0.993370

41 1639 39 0.164183 | 0.163841 0.997917

64 4031 62 0.129032 | 0.128922 | 0.999147

121 14,519 | 119 | 0.092437 | 0.092415 | 0.999762

128 | 16,255 | 126 | 0.089791 | 0.089772 | 0.999788

TABLE 11

PARAMETERS OF THE (N, K) CODEBOOK IN THEOREM 17
q N K Imax IW IW /Imax
11 1091 91 0.120879 | 0.100407 0.830641
16 3586 211 0.075829 | 0.066791 0.880877
17 4337 241 0.070539 | 0.062608 0.887566
23 11,111 463 0.049676 | 0.045497 0.915875
41 65,561 1561 0.026265 | 0.025007 0.952104
64 253,954 3907 0.016381 | 0.015875 0.969111
121 1,742,281 14,281 | 0.008473 | 0.008334 0.983595
128 2,064,386 16,003 | 0.007999 | 0.007874 0.984373
256 | 16,646,146 | 64,771 | 0.003952 | 0.003922 0.992409

the parameters of examples of the codebook of Theorem 17
for the case k = 3. The numerical data demonstrates the
asymptotic optimality of the codebook.

When a = 0, one can similarly prove that the codebook
in (IIL.3) has parameters ((g — 1)f + n,n) and Iny =

k=2
(q711)1q_2_—, where n = é((‘] — DF 4 (=1)%(g — 1)). The

codebook in this case has relatively poor parameters with
respect to the Welch and Levenshtein bounds. Hence, we are
not interested in the codebook defined by a = 0.

IV. THE SECOND CONSTRUCTION OF CODEBOOKS

We are now ready to present another construction of code-
books with the multiplicative characters of IF;. In this section,
let K = ¢*~!, where k is a positive integer.

Let £k denote the set formed by the standard basis of the
K -dimensional Hilbert space:

(190509"' 9050)5

(O’ 190"" ’090)9
(090,09"' ,09 1)

Let wj,, ¥j,,..., wj be k multiplicative characters of [,
defined in Definition 4, where ji,..., jr € {0,1,...,g —2}.
Define a set

S={(1,...,ck) € (Fq)k:cl +...+ck=a}

for a € IFZ. Then we have K := |S| = ¢¥~!. We define a
codeword of length K by
1
Cjrroji) = ——
(]la ]k) «/n—f

(wj (1) - i () (ey.....c)eSs
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where ng denotes the Euclidean norm of the vector
E(j],...,jk) = (l/ljl (Cl) Vi (Ck))(cl,...,ck)ES' When q = 2 and
k isodd or ¢ > 3 and k > 1, Lemma 9 tells that the diagonal
equation of (III.1) has at least one solution (cy, ¢z, ..., k) €
(IE‘Z)]‘ for a € F. Note that y;(0) means the extended value
defined before. Hence, any codeword ¢j; ... j,) is a unit norm
1 x K complex vector. It follows from Lemma 9 that

(g =D+ (D!
q
Furthermore, ng = K if all of y, for 1 <i < k are trivial and

k k+1
ng = =DHEDE

k=1 (IV.1)

<ng<K=gq

if all of y;, for 1 <i < k are nontrivial.
Now we construct a complex codebook C as

C={eG,jp i jts-nkef0,1,...,g =2}JU&Ek. (IV.2)

The alphabet size of the codebook C is g + 1. By definition,
C has N = (g — 1)* + ¢*~! codewords of length K = ¢g*~!.
Consequently, we have the following conclusion.

Theorem 19: Let g > 4 and k > 1 be any positive integer.
Then the set C in Equation (IV.2) is a ((g — DX +¢*~1, ¢*=1)
codebook with

k+1
q 2
(¢ = DF+ (—DFT
Proof: Let ¢,¢ € C be two distinct codewords. Denote
F = C\Ek. Now we calculate the correlation of ¢ and ¢ by
distinguishing among the following cases.
(1) If ¢, ¢ € Ek, it is obvious that |ec’H | = 0.
2) Ifce F,c/ eEg orece &k, c € F, we have

Inax (C) =

1
lec’| = — |y (c1) - yj ()| =

N2 ng
for some (c{,...,cx) € S and ji,...,jx €
{0,1,...,9 —2}. Hence,

1 'H \/ q
< <
R i e

due to Equation (IV.1).

3) If ¢, ¢’ € F, we assume that
1 _
€= C(ji,.jk) = ﬁc(jl’---ajk)
and
d=cv = LE’
= SUend) T N3 U1s-ndip)
with (j1,..., k) # (is---5 Jp)s Where ji,...,jk €

{0,19'-',q - 2}ﬂld J{))J}é € {091""9q - 2}
By Lemma 5, ‘/’jt‘//}, =yj,_j forallt =0,1,...,4-2.

Denote 1; = Vi, —jt forallt =0,1,...,q—2. Then we
have
wh = LS e e
e e cittcr=a
(c1,er) €
_ ! Ja (A Ak)
= e \/n_él a 1s---5 k).
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Since (j1, ..., jk) # (j>--., j;), notall of 1, are trivial
characters. Hence, by Lemma 7 and Equation (II.2),
we deduce

k=1 k=2
|cc/H|e{O, (A }
N NN RN

Then
k+1
q 2
k + (_1)k+1

'H <

lec™| < @-1 Iv.3)
due to Equation (IV.1).

We now prove that there are two codewords ¢,¢ € F
such that the equality in (IV.3) holds by distinguishing
the following two cases. In the first case, we assume that
k = 2t + 1 for some nonnegative integer ¢. In this case,
we put

s Jts Jek1s oo 5 Jots Jae+1)
= (2’ ’291"" ,192)

(i,

and

./ YA ./ ./
(.]19 Y .][5 J[J,-l» ) ]2[9 ]2[+1)

:(15 91;2»"' 92’1)'
We have then
s s Jos oo o Jors Jars1)
_(.]{5 ’j[/9 j[/+15"' ’jépjét—kl)
:(15"'91’_15""_1’1)'
Consequently,
4! lfle{l’za,t}’
b= g ificlt+1,042,- .20,

w1 if i =2r+ 1.
Clearly, all 4; are nontrivial and
Mz Ak =y,

which is nontrivial.
By definition, all yj, and y;/ are nontrivial. We then
deduce that

(g —D*+ (=D

ng = Ng =
q
It then follows from Lemma 7 that
k+1
| et | = q ?

(g = DF (=R
We now consider the second case that £ = 2¢ for some
t > 1. In this case, we put

(jl; e ’jl—19jh e ’j21—2» j2t—15 121)
= (29 »2;1»"' 51’292)
and
(.]i’ ’jt/—lajt/"” ’jét—2’ jét—l’jét)

:(l""91;2»"'92’191)'
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We have then

(jl"" ,jfflajl‘"" ,jszza j2t71,]'2t)
_(.]{9 e 9j[/—1’ .][/5 e 9jé[—29 jét—l’ Jét)
:(19 915_15"' 9_19151)'
Consequently,
1 1fl€{19255t_1}5
hi=Yygn ifieltt+1,---,20—2),

w1 if i € {2t — 1, 2¢}.
Clearly, all 4; are nontrivial and
Az Ak = w2,

which is nontrivial.
By definition, all yj, and y;/ are nontrivial. We then
deduce that

(g = D+ (1!

na/ = ”lE = q
It then follows from Lemma 7 that
k+1

/H| — q 2
(g — DF + (=DFH!
Summarizing the conclusions in the three cases above,
we obtain

|cc

k+1
Inax €) 9
g - DF 4 (DT
This completes the proof. U

Theorem 20: When k > 2 and q > 4, the codebook in
Theorem 19 is asymptotically optimal with respect to the Welch
bound in Equation (I.1).

Proof: Recall that N = (g — ¥ + ¢*! and K = ¢* !,
then N < K? for k > 2. By Lemma 1, we have

,:/ (¢ - D*
YN - D Ty

By Theorem 19, we recall that

k+1
qT
k

I = T CoET

It then follows that

1
lim =1
q—>00 qT
(g—DF+(=1)k+1
This completes the proof. O

Example 21: Let p = q = 5,a = 1 and k = 2, then
N =21, K = 5. Let a be a primitive element of F,; with
a2+ 1=0. Then F, = {0, 1, a,a?,a’). It is easy to verify
that

S = {(a,a?), (@%, a), (@, a>), (0, 1), (1,0)}.
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TABLE III

PARAMETERS OF THE CODEBOOKS OF THEOREMS 17 AND 20
AND SOME OTHERS

Parameters Imax Reference
(N, N) 0 [22], 129]
(N,N —1) o1 [22], [29]
(2rH—17 2d) 2d+11 — [2]’ [23]
(p% + 1, L) with odd p L 21, 23]
(N, K) (from difference set) (]]\y__ll)(K [31, [4]. [29]
(N, K) (from Steiner systems) p,f:nl [26]
ho1
((g=1D* +n,n), k>2, L2 Theorem 1119
wheren — (@~ D*+(=DFt
q
1 -1 1—1 1
(¢ —4¢+-1q¢7") Vi T [34]
with any [ > 2
Bt
k k—1 _k—1 q 2
((g—1) J]:q g7 ) =D T (=TyFFT Theorem 1V.2
with any k > 2,9 > 4
TABLE IV

PARAMETERS OF THE CODEBOOKS IN THEOREM 16 AND SOME OTHERS

Parameters Imax Reference
(22m=T 1 gm gm) 7= | U1 [281. 301, [33]
(p2™ 4 p™, p™) with odd p L (6], (28], [33]
(22 4 2, 2™) Neid (1, [11]
(p®™ — 1,p™ — 1) with any p p@ [26]
(p®>™ —p™ — 1,p™ — 2) with any p pﬂ Theorem II1.8
(p®>™ + p™ — 1,p™) with any p ;m [34]

The set F = C\E&s consists of the following 16 codewords of
length 5:

1 1
o = _(19 15 19 15 1)5 01:_(_19i5 _i; 150)»
V5 2

1 1

0225(1.,_1’_1.’09 1)9 6325(_1,1,_1,09 1)’
1 1

C4 = 5(19_19_19 150)5 C5 = 5(_i’_1’i’0’ l)’

1 1
CGZ—(_I,_i,i,l,O, c7=_(1’iai’0909
) 7 )
1

Co =
T3

1
611:—(i,1,i,0,0,
V3 )

1 1
Clp = — ] —i, 1,0,0 , €13 = _(_i,i; 1,050 >
3 ) V3 )

cg = ia_ia_lao’o)’ (_1’_1,190’0),

2
e

clo = %(i,i, -1,0,0),
f(l’

Cla = (1»_i» _i9050)5 (_la 19_i5050)5

1 1
— c1s=—
NE] NG
where i = «/—1. One can easily verify that the codebook C =
F UEs of Theorem 19 is a (21,5) codebook with In.x = @
This is consistent with the conclusion of Theorem 19.

V. CONCLUSIONS AND REMARKS

In this paper, two new constructions of asymptotically
optimal codebooks with multiplicative characters of finite

IEEE TRANSACTIONS ON INFORMATION THEORY, VOL. 63, NO. 10, OCTOBER 2017

fields were presented. They produce asymptotically optimal
codebooks with respect to the Welch bound or the Levenshtein
bound. The parameters of the codebooks in Theorems
17 and 20 and those of known (nearly) optimal codebooks
with respect to the Welch bound are summarized in Table III.
The parameters of the codebooks in Theorem 16 and those
of known (nearly) optimal codebooks with respect to the
Levenshtein bound are summarized in Table IV, where
q = p™. The parameters of our asymptotic codebooks are new
and flexible. The analysis of the parameters of our codebooks
is mainly based on Jacobi sums and related character sums.

As pointed out in [15], constructing optimal codebooks
with minimal I, is very difficult in general. This problem
is equivalent to line packing in Grassmannian spaces [2].
In frame theory, such a codebook with Ip,x minimized is
referred to as a Grassmannian frame [23]. The codebooks
presented in this paper should have applications in these areas.
With the framework developed in [18], our codebooks can
be used to obtain deterministic sensing matrices with small
coherence for compressed sensing.
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