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ABSTRACT

The use of context-dependent phonetic units together with
Gaussian mixture models allows modern-day speech rec-
ognizer to build very complex and accurate acoustic mod-
els. However, because of data sparseness issue, some shar-
ing of data across different triphone states is necessary.
The acoustic model design is typically done in two stages,
namely, designing the state-tying map and growing the
number of mixtures in each tied-state. In the design of
the state-tying map, single Gaussians are used to repre-
sent the data, ignoring the fact that a single Gaussian is
an insufficient model. In this paper, we propose a simple
modification to the two-stage process by adding a third
stage. In this added stage, the state-tying tree is pruned
and the pruning is based on the mixture representation of
the tied-states. We propose using Bayesian Information
Criterion(BIC) as the criterion for this pruning and show
that by adding this step, the resulting model is more com-
pact and gives better recognition accuracy on the Resource
Management(RM) task.

1. Introduction

Nowadays, most large vocabulary continuous speech rec-
ognizers (LVCSR) use triphone-based continuous Hidden
Markov Models (HMM) to represent the speech acoustics.
The use of context-dependent models (triphones) combines
with Gaussian mixtures can sufficiently model the com-
plex observation distributions. However, because of the
large number of possible triphones, data sparseness be-
comes an issue. Thus, sharing of data across different,
but acoustically similar triphone states is often necesary.
This process is often referred as state-tying and the result-
ing shared states are called clustered-states. How states
are tied can have significant impact on the goodness of the
model. Different measures of similarity and clustering ap-
proaches have been proposed. One widely used top-down
state-tying approach is the decision-tree of which the leaf
nodes define the clustered-states. As the tree grows from
the root node (which is modeled by a single Gaussian),
the number of clustered-states increases and the model is
refined.

While Gaussian mixtures are used to represent the final
model, single Gaussians are used to represent the clustered-
state during the state-tying process. One reason is that for

some similarity measures, such as cross-entropy, it is diffi-
cult to obtain a close form solution for comparing Gaussian
mixtures. Another reason is that for a top-down cluster-
ing algorithm, it is computationally expensive to estimate
these mixtures at all steps. The acoustic model design is
commonly performed in two stages.

e State-tying : Similar triphone states, each repre-
sented by a single Gaussian, are tied.

e Mixture growing : For each tied-state, the number
of Gaussians components are increased.

In both processes, thresholds on optimality criteria are
used to stop the process.

One can view both the top-down tree growing and the mix-
ture growing as refining the acoustic representation of the
data. However, this two-step approach can be problematic.
First, while both are refining the acoustic representation by
increasing the model complexity, their interaction is uni-
directional (the state-tying affecting the mixture growing).
In fact, the process is done sequentially in which state-
tying is finished first, making hard decisions about what
states to tie before mixtures are grown for each tied-state.
Second, the optimality measures used in the two processes
are sometimes different which creates an inconsistency.

In this paper, we propose a new approach in performing
the state-tying and mixture growing that aims to remedy
part of the problem. In this new approach, the state-tying
tree can be modified after the mixtures are grown. Instead
of a two-step process, we propose a three-step process. Af-
ter the state-tying tree is built and mixtures are grown
for all clustered-states, we add the extra step of pruning
the state-tying tree. The pruning is based on the actual
mixture representation of the tied states. This is different
to [10] which proposed an extra agglomerative clustering
be done on the state-tying tree in two aspects. 1) Mix-
ture representation is not taken into account in [10]. 2)
A tree-based structure is maintained under our proposed
approach while that is not necessarily true in [10].

This paper will be organized as follows. Section 2 gives
an overview of the Bayesian information criterion and Sec-
tions 3 and 4 describe the decision-tree based state tying
and mixture growing respectively. Section 5 describes the



proposed method in detail. The experimental results are
reported in Section 6 and a summary is given in Section 7.

2. Bayesian Information Criterion
(BIC)

Bayesian Information Criterion is defined as

BIC(n) = log(P(O|M)) — %Nclog(N) (1)

where log(P(O, S|M)) is the log-likelihood of the obser-
vation given the model, N¢ is the number of parameters
used in the mixtures and N is the number of data points
in the mixtures. The parameter A is the complexity factor
which represents the penalty of increasing the complexity
of a model.

When using BIC as an optimality criterion for either state-
tying or mixture growing, one can view BIC as setting dy-
namic thresholds that are dependent on the amount of data
represented by the model.

It should be noted that determining the optimal model size
is a difficult problem and hypothesis testing techniques are
used. The derivation of the BIC equation above is based on
asymptotic assumptions which may require large amount
of data to hold [9].

3. Decision-Tree based State-Tying

As we have discussed before, state-tying is necessary be-
cause of the data sparseness problem. Given the large num-
ber of triphone states, there can be almost infinite ways
of tying the states or partitioning the them into groups.
As a result, different clustering algorithms were suggested.
While purely data-driven approaches, such as agglomer-
ative clustering of the observed states, can effectively tie
observed states, how to handle unseen triphone becomes
an issue. Decision-tree based state-tying [6] provides a
good compromise between purely data-driven approaches
and the use of human knowledge.

The central idea of state-tying using decision-tree is to re-
duce the possible number of partitions of the data by con-
straining the state space using prior knowledge such as
phonetic knowledge [7]. This knowledge is applied to de-
fine a set of possible questions Q;(z), Q2(z),...Qn(z) about
the phonetic context. For implementation simplicity, bi-
nary questions are used. Initially, all the data are pooled
together at the root node which is also the only leaf node.
Tentative partitions are formed by asking all possible ques-
tions on existing leaf nodes. The question and leaf node
pair which optimizes a global cost function C will be chosen
and the data assigned to the selected leaf node will be parti-
tioned. This process is repeated until some stopping crite-
rion is meet. For observed triphone states, those share the
same leaf node are tied together forming a clustered-state.
The decision-tree also serves as a mapping between unseen
triphone states and clustered-states because the partition-

ing is based on phonetic questions which are applicable
to unobserved triphones. Several design decisions have
to be made in order to use decision tree for state-tying.
First question is the candidates for tying. To enhance
the performance and reduce computation time, triphone
states are only shared between those having the same cen-
ter phone. Thus, a different decision-tree is built for each
center phone. Obtaining good linguistic questions for the
decision tree is also important and those are usually created
manually and they change from language to language. An-
other important issue is defining a suitable cost function.
Different criteria have been suggested, including the likeli-
hood increment, entropy and BIC. Lastly, the tree growing
is stopped when either the tree is grown to its maximum
size or no good partition can be found. It is also possible to
intentionally overgrow a tree and then prune the tree back.
Because decision-tree growing is a greedy algorithm, inten-
tionally over-growing the tree can served as a look-ahead
that preserves more branches.

Since the tree growing procedure involves a lot of tentative
partitions, the data at each tree node is typically repre-
sented by only one single Gaussian. In the next Section,
we will discuss ways to increase the number of mixtures in
the leaf nodes.

4. Mixture Growing

After state-tying, Gaussian mixtures are grown to repre-
sent the clustered-states. Typically, mixture growing in-
cludes three steps. 1) Create an initial model that have
one extra mixture components. One widely used method
is to split the Gaussian component with the biggest mix-
ture weight. By perturbing the Gaussian with the addi-
tion and subtraction of a fraction of its standard devi-
ation, a Gaussian is split into two. 2) Re-estimate the
mixture means and covariances either by the K-means al-
gorithm or the forward-backward re-estimation. 3) Decide
whether the new model should be kept by measuring the
model using an optimality criterion and compare it with a
threshold. Since different clustered-states represent differ-
ent data-points, each clustered-state should be modeled by
a different number of mixtures.

In a sense, mixture growing is very similar to the top-down
process in state tying. It requires an criterion to determine
how to partition the data into separate groups which are
represented by different models. In this section, we de-
scribe three optimality criteria, 1) the occupancy count, 2)
likelihood increment and 3) BIC.

1, Occupancy Count approach: This criterion stops
the mixture growing when the number of data assigned to
a mixture component or the average number of data points
per mixture falls below a pre-set minimal. This can also
be extended to occupancy count as described in [3, 11]

2, Likelihood Increment approach: Under the like-
lihood criterion, the likelihood P(O|M) is computed after
the k-means or forward-backward re-estimation. The grow-



ing process stops when
P(O|Mp41) — P(O|M,) < T (2)

where T is an arbitrary threshold and M, is the model
with n mixtures.

3, BIC approach: Similar to likelihood increment, BIC
is calculated after the k-mean or forward-backward re-
estimation. The growing process stops when

BIC(Mpny1) — BIC(M,) > 0, (3)

where BIC(M}) is the BIC for the model with k& mixtures.
It has been reported in [6] that BIC improves the recogni-
tion accuracy when compared to likelihood increment. A
discussion of modeling Gaussian mixtures using BIC can
be found in [7].

5. Proposed Method

As we have briefly mentioned in Section 1, our proposed
algorithm aims at integrating the mixture growing process
with the state-tying tree design. While it may be best
to use multiple mixtures in the state-tying process, that
is computationally very expensive. Instead, we propose
pruning the state-tying tree using a criterion measured that
is based on multiple mixtures.

The proposed algorithm includes the following steps:

1. Tied triphone states using decision tree as suggested
in [10].

2. For all clustered-states, grow the number of mixtures
until optimal criterion is reached as described in Sec-
tion 4,

3. For all parent nodes whose child nodes are all leaf
nodes (called eligible nodes), grow the number of mix-
tures until optimal criterion is reached as described in
Section 4. Then, compare the BIC of the parent node
against the joint BIC of the child nodes. If the parent
node has better BIC, i.e.,

BIC(parent noden,,)
> BIC(left noden,) + BIC(right noden,.) (4)

then prune the child nodes. Np, N;, N, denotes the
optimal number of mixtures in the parent node, left
child node ,right child node respectively. The merg-
ing process can be recursively applied until all eligible
merges are considered.

BIC is controlled by the parameter A. By adjusting A, we
can control the degree of merging. If X is larger, degree
of tying will be greater. It is worth noting that BIC has
been shown to outperform likelihood in both state-tying
and mixture growing. If BIC is used for both processes,
we can view the combined process as a unified process of
finding the best complexity in modeling the data.

6. Experimental Results

Our experiments are performed on the Resource Manage-
ment (RM) task using the HTK toolkit. The features set
includes the mel cepstral coefficients, the log energy, and
their first and second order derivatives. Cross-word tri-
phone models are trained using the decision-tree based ty-
ing as suggested in [10]. However, we have disabled the
extra agglomerative clustering step which is suggested to
be applied after the decision tree is built. In all our exper-
iments, the decision tree is built using the log likelihood
criterion which produced a tree with 1800 clustered-states.

We performed two sets of experiments. In the first set, we
compared different mixture growing criteria, including the
occupancy count, likelihood increment and BIC. In the sec-
ond set of experiments, we compared the effect of merging
the tree nodes based on multiple mixtures. Since the re-
sulting model contains fewer number of Gaussians, a con-
trol experiment was performed such that the number of
Gaussians is the same.

6.1. Experiment I: A Comparison of

Different Mixture Growing Crite-
ria

Three criteria have been tested in this experiment using
the Feb89 test set.

1, Occupancy approach We assume each Gaussian mix-
ture occupy a 180 data points. Based on this assump-
tion, the number of Gaussians are incrementally increased
until there were insufficient data. Forward-backward re-
estimation is performed after each increment.

2, Likelihood Increment approach The number of mix-
ture are increased until the likelihood stop to exceed a cer-
tain threshold. The mixture growing stops if the percent-
age of likelihood improvement is smaller than 0.5%.

3, BIC approach The mixture is grown until the BIC of
the model stops to increase. Only v = 1 has been tested
here.

| Method | Accuracy | Size |
Occupancy count 95.59 6249
Likelihood Increment 96.06 7925
BIC 96.25 9901

Table 1: Performance of using different mixture growing
criteria on the Feb89 test set

The recognition accuracy using different mixture growing
criteria is tabulated in Table 1 along with their model size
(total number of Gaussians). We find that performance of
BIC improve 4.8% compare to those using the likelihood
increment approach. We confirm that BIC is useful for
mixture growing. It is also worth noting that using BIC



produces the biggest model while using occupancy count
produces the smallest.

6.2. Experiment II: Performance of

Tree Pruning using BIC with Mul-
tiple Mixtures

In this set of experiments, we tested the effectiveness of
pruning the state-tying tree. In the first experiment, we
use BIC with a mixture of Gaussians representing the
clustered-states, to prune the state-tying tree. The results
are shown in Table 2. We find that the proposed method
performs as good as the unmerged BIC method with a re-
duction of around 7% in model size. After we find the num-
ber of Gaussians in the first experiment, a control exper-
iment using the exact number of Gaussians is performed.
The model for this control experiment is created by re-
moving the mixture components that contributed the least
BIC gain. The result of the control experiment is shown
in Table 3. Comparing the performance of the control ex-
periment with the BIC merge with multiple mixtures, the
merging consistently outperforms the control experiment
by about 5.0%.

| Method | feb89 | oct89 | feb9l [ size |
BIC Method 96.25 | 95.42 | 96.70 || 9901
BIC Method+merge | 96.45 | 95.53 | 96.60 || 9298

Table 2: Performance of Proposed Method

| Baseline Exp. | feb89 | oct89 | feb91 |
96.45 | 95.53 | 96.60

96.29 | 95.23 | 95.38

BIC Method + merging
BIC Method + pruning

Table 3: Comparison between Different Pruning Methods

7. Discussion

In this paper, we have investigated the issue of state ty-
ing and mixture growing. In particular, we have proposed
a new approach to handle the interaction between state-
tying and mixture growing. We have shown that by merg-
ing triphone-states from the same parent using BIC with
multiple mixtures res is more compact with better perfor-
mance.

While the improvement is modest, we consider this a
promising beginning. There are a number of possibilities
that we plan to explore further, such as the tuning of A. It
was shown in [8] by tuning the complexity penalty A bet-
ter recognition performance can be obtained. In addition,
we expect further improvements when BIC is also used in
designing the state-tying tree and the tree is recursively
merged.
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