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What is Machine Learning?



Artificial Intelligence

Artificial intelligence (Al) enables machines to perform some
cognitive functions similar to those attributed to humans,

as opposed to conventional machines which act according to how
they are programmed to act.

“Al is the new electricity.” - Andrew Ng



History of Al

Al is as old as the field of computer
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Many pioneers in CS are also
pioneers in Al, e.g., Alan Turing, John
McCarthy, Herbert Simon, Marvin
Minsky.




Al, Machine Learning, and Deep Learning

Machine learning (ML) marries
algorithms in CS, mathematical and
statistical modeling, and learning
from data/examples.

Deep learning (DL) is a subarea of
ML - representation learning often
using relatively deep, layered
network architectures.



Conventional Programming vs. Supervised Learning

Conventional programming . .
Other learning paradigms:

Unsupervised learning
Reinforcement learning
Semi-supervised learning
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The Power of Machine Learning



AlphaGo
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AlphaGo is the first computer program to
defeat a professional human Go player, the
first to defeat a Go world champion, and i
arguably the strongest Go player in history.

00g

e DeepMind

Challenge Match
8-15 March 2016



From AlphaGo to AlphaGo Zero and AlphaZero

DeepMind . Aphao Zers: Starting from seratch DeepMind  eog > Aphazero: shedding new ight sn chess, shogi, and Go
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AlphaZero: Shedding new
light on chess, shogi, and
Go
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AlphaGo Zero: Starting
from scratch
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Talking Heads with Motion

Varying the number of frames

Training frames:

’Zl;‘

Face landmarks 1-shot result 8-shot result  32-shot result

YouTube video

Zakharov et al., “Few-shot adversarial learning of realistic neural talking head models”, ICCV, 2019.
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https://www.youtube.com/watch?v=p1b5aiTrGzY

Generating Photorealistic Deepfakes

YouTube video

Karras et al., “Analyzing and improving the image quality of StyleGAN”, CVPR, 2020.
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https://www.youtube.com/watch?v=BIZg_PPuj_0

Al Assistant (Google Duplex)

“Hi, I'm calling to book a
women's haircut for a client.”

YouTube video
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https://www.youtube.com/watch?v=D5VN56jQMWM

The Limits of Machine Learning



Adversarial Examples (or Adversarial Attacks)

Imperceptible perturbations
(which are carefully generated)
added to images or audio signals
can fool even state-of-the-art
classifiers to give incorrect
predictions.

‘How are you?’
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Safety Concerns of Adversarial Examples

Adversarial Examples

Clean Stop Sign Real-world Stop Sign Adversarial Example Adversarial Example
in Berkeley
]
“Stop sign” “Stop sign” “Speed limit sign 45km/h” “Speed limit sign 45km/h”
o]

Physical attacks on STOP sign
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One-pixel Attacks

Changing just one pixel
(marked by red circle)

Su et al., “One pixel attack for fooling deep
neural network”, IEEE T-EC, 2019.

Cup(16.48%)
Soup Bowl(16.74%)

Teapot(24.99%)
Joystick(37.39%)

Bassinet(16.59%)
Paper Towel(16.21%)

Hamster(35.79%)
Nipple(42.36%)
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White-box vs.
black-box attacks

White-box attacks

o Have full knowledge of internal
structure of target model when
generating adversarial attacks

o Worst-case scenario

(Chen et al., AlSec 2017)
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Black-box attacks

o Have no knowledge of internal
structure of target model when
generating adversarial attacks

o More realistic scenario

s x v
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How are Adversarial Examples Generated?

Three major approaches:

min c|l7l| + Jo(x, ')
x/

1. Optimization-based approach, e.g., /
s.t. x € [0, 1].

2. Gradient-based approach, e.g., | n = esign(V, Jgp(x,1))

3. Generative approach, e.g., using a generative model
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What Makes Adversarial Attacks Possible?
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Theoretical study of
underlying reasons for
adversarial attacks is still
rare and immature - good
research topic to work on.
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Defenses Against Adversarial Attacks

Two major approaches:
1. Retraining the model, e.g., adversarial training, defensive distillation

2. Learning to purify the adversarial examples before feeding them into
the model, e.g., MagNet, PixelDefend
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Adversarial Attacks Beyond Images and Audio Signals

Attacking reading comprehension systems

Article: Super Bowl 50

Paragraph: “Peyton Manning became the first quarter-
back ever to lead two different teams to multiple Super
Bowls. He is also the oldest quarterback ever to play
in a Super Bowl at age 39. The past record was held
by John Elway, who led the Broncos to victory in Super
Bowl XXXIII at age 38 and is currently Denver’s Execu-
tive Vice President of Football Operations and General
Manager. Quarterback Jeff Dean had jersey number 37
in Champ Bowl XXXIV.”

Question: “What is the name of the quarterback who
was 38 in Super Bowl XXXIII?””

Original Prediction: John Elway

Prediction under adversary: Jeff Dean

(Jia and Liang, EMNLP 2017)

Other adversarial attacks:

Machine translation
Text summarization
Malware detection
Spam detection
Reinforcement learning
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The Journey Ahead



Interplay between ML and Cybersecurity

The study of security, privacy,
robustness, resilience, and
reliability will be central to the
field of machine learning
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Hype Cycle for Data Science and Machine Learning, 2020

Data Labeling and Annotation Services
Al-Related C&SlI Services

Large-Scale Pretrained
Language Model
Decision Intelligence

Synthetic Data
Transfer Learning

Reinforcement Learning
Kubeflow
Adaptive ML

Federated Machine Learning
Differential Privacy

expectations

Generative Adversarial
Networks

Self-Supervised Learning

Quantum ML

Innovation
Trigger

Plateau will be reached:

QO lessthan2years @ 2to5years

Source: Gartner
ID: 450404

Explainable Al
MLOps

Augmented DSML

AutoML

Citizen Data Science

Deep Neural Networks (Deep Learning)
Prescriptive Analytics

Graph Analytics
Advanced Video/lmage Analytics

Event Stream Processing Notebooks

Apache Spark

Text Analytics
Predictive Analytics

Peak of
Inflated
Expectations

As of July 2020
Trough of Slope of Plateau of
Disillusionment Enlightenment Productivity

time

@ 5to10years A more than 10 years & obsolete before plateau
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Al Ethics
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(from Partnership on Al)
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