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The MOOC data, including students' course record and behaviors on forum may 

provide an approach to improve online learning experiences. This project aims to 

utilize the topic distribution of the aggregated forum posts from users to explore 

cluster information and even predict user’s curriculum performance. 

The methods to aggregate different posts into bigger documents is one of the key 

factors that influence the clustering result. Also the different aggregation methods 

imply different directions to utilize the cluster information for further prediction.  

Mainly two approaches are explored in this study:  

(1). User-based aggregation with one thread/ week.  

(2). Thread-based aggregation.  

 

The LDA probabilistic topic modeling is used for topic extraction in this study.  

 



 

 

 

 

 

  

 
 

 

 
 

 

                               

 

 

 

 

 

  

  

The thread-based aggregation 

made all the posts inside one 

discussion forum thread as a 

single super-thread, so that the 

total number of threads can be 

reduced by regarding multiple 

similar threads in terms of their 

topic distribution as a single one. 

The statistical information inside one 

super-thread is explored for their 

potential power to demonstrate any 

tendency on users’ performance who 

talked in those threads. It is shown 

that more times that a user talked 

(higher involvement), the higher 

performance will she achieved in some 

clusters. 



 

 

 

 

 

 

 

      

    

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

The prediction 

model is like a 

simple 0/1 tow-

dimensional table 

that predict 

whether a user pass 

or fail in the course, 

trained by Decision-

tree like model. 

By removing some “confident 

users”, which are confidently 

predicted (Receive high score in 

SVM model) by other non-content 

related features from data set, the 

performance can be improved. 


