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Monitoring system architecture
1. The trading system micro-service includes multiple services e.g. Java Spring Applications, Redis, MySQL, Kafka Full Durations
2. Prometheus will actively pull the custom metrics which are annotated in the applications
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performance of the core system. Hence, we encourage a lightweight design.
Users should be able to identify performance bottlenecks without code package) and assigns the method name as valuable insights, identifies infrastructure issues, and ensures stability without
compromising the overall flexibility and scalability of the monitoring system. the span name. impacting core trading. This system enhances observability and reliability,
Therefore, the system should support custom metrics and custom trace spans paving the way for further improvements to achieve overall success and

to cater to our specific requirements. stability.
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