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Many context-sensitive dataflow analyses can be formulated as an extended Dyck-CFL reachability problem, where function calls and returns are modeled as partially matched parentheses. Unfortunately, despite many works on the standard Dyck-CFL reachability problem, solving the extended version is still of quadratic space complexity and nearly cubic time complexity, significantly limiting the scalability of program analyses. This paper, for the first time to the best of our knowledge, presents a cheap approach to transforming the extended Dyck-CFL reachability problem to conventional graph reachability, a much easier and well-studied problem. This transformation allows us to benefit from recent advances in reachability indexing schemes, making it possible to answer any reachability query in a context-sensitive dataflow analysis within almost constant time plus only a few extra spaces. We have implemented our approach in two common context-sensitive dataflow analyses, one determines pointer alias relations and the other tracks information flows. Experimental results demonstrate that, compared to their original analyses, we can achieve orders of magnitude ($10^2 \times$ to $10^5 \times$) speedup at the cost of only a moderate space overhead. Our implementation is publicly available.
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1 INTRODUCTION

The problem of context-free-language (CFL) reachability is a generalization of the problem of conventional graph reachability [Yannakakis 1990]. A vertex $v$ is CFL-reachable from a vertex $u$ if and only if there is a path from the vertex $u$ to the vertex $v$, and the string of the edge labels follows a given context-free grammar. CFL reachability has been broadly used in program analysis for a wide range of applications, including context-sensitive dataflow analysis [Reps et al. 1995], program slicing [Reps et al. 1994], shape analysis [Reps 1995], type-based flow analysis [Kodumal and Aiken 2004; Milanova 2020; Pratikakis et al. 2006; Rehof and Fähndrich 2001], pointer analysis [Pratikakis et al. 2006; Shang et al. 2012; Sridharan et al. 2005; Xu et al. 2009; Yan et al. 2011; Zhang et al. 2013, 2014; Zheng and Rugina 2008], and debugging [Cai et al. 2018], to name just a few.
This paper focuses on the problem of context-sensitive dataflow analysis, where an extended Dyck-CFL is used to capture the paired function calls and returns using matched parentheses. The Dyck-CFL is “extended” because the standard Dyck-CFL fails to capture many valid dataflows that contain partially matched parentheses [Kodumal and Aiken 2004]. Intuitively, the extended Dyck-CFL includes all sub-strings of a standard Dyck word. As an example, the graph in Figure 1 demonstrates propagation of values. In the graph, edges labeled by $\mathit{J}$ and $\mathit{K}$ respectively represent inter-procedural assignments via function calls and function returns at Line $\kappa$. An edge labeled by $\mathit{e}$ represents an intra-procedural assignment. The vertex $j$ is context-sensitively reachable from the vertex $b$ because the label string of the path, $[\kappa]_{19}$, does not contain any mismatched parentheses and, thus, is a sub-string of a standard Dyck word, $[10]_{3} [8]_{8} [19]$. In contrast, the vertex $j$ is not context-sensitively reachable from the vertex $g$ because the label string of the path, $[17]_{7} [7] [9]_{3} [19]$, contains mismatched parentheses. To distinguish from the standard Dyck-CFL reachability problem, we refer to the extended version as the extended Dyck-CFL reachability problem, or the context-sensitive reachability (CS-reachability) problem as it is specially used in context-sensitive dataflow analysis.

Recently, the problem of Dyck-CFL reachability has been extensively studied in two directions. First, some fast algorithms have been proposed to address the “standard” Dyck-CFL reachability problem on a few special graphs, such as trees [Yuan and Eugster 2009; Zhang et al. 2013], bidirected graphs [Chatterjee et al. 2017; Zhang et al. 2013], and graphs of constant tree-width [Chatterjee et al. 2017]. Second, there also have been studies on the problem of interleaved Dyck-CFL reachability, which use two “standard” Dyck-CFLs to formulate context- and field-sensitivity at the same time [Li et al. 2020, 2021; Zhang and Su 2017]. On one hand, works in both directions focus on “standard” Dyck-CFLs and do not address the CS-reachability problem. On the other hand, while the formulation of interleaved Dyck-CFL reachability provides a way to simultaneously model context and field sensitivity, it is essentially not a CFL-reachability problem, known to be undecidable, and does not have a precise solution [Kjelstrøm and Pavlogiannis 2022; Reps 2000]. In practice, to precisely answer CS-reachability queries, most context-sensitive dataflow analyses, including alias analysis [Li et al. 2011, 2013], information-flow analysis [Arzt et al. 2014; Lerch et al. 2014], and all other IFDS-based dataflow analyses, still rely on the typical tabulation algorithm [Reps et al. 1995, 1994], either in an exhaustive or a demand-driven manner. The exhaustive manner computes a transitive closure and allows for answering any query in constant time. However, it is of at least quadratic complexity in general to compute a transitive closure, which is not affordable when analyzing large-scale software. The demand-driven manner traverses the graph for every reachability query and, thus, is not efficient at responding to every single query.

In this work, we make no claims of any breakthroughs to the innate $O(n^3 / \log n)$ time complexity and $O(n^2)$ space complexity of general Dyck-CFL reachability problems. However, we note that the graphic code representations used in context-sensitive dataflow analyses often exhibit a modular structure, which makes it easy to achieve significant speedup by transforming CS-reachability to conventional graph reachability, a much easier and well-studied problem. Such a transformation is made by building a common directed graph, namely the indexing graph, without any overhead except for a standard and cheap preprocessing procedure that builds the so-called summary edges. Then, we can answer any CS-reachability query by checking a conventional reachability relation on the indexing graph. Thanks to the recent advances in the field of graph databases, a huge number of indexing schemes [Cheng et al. 2013; Jin et al. 2011, 2009; Wang et al. 2006; Yildirim et al. 2010] can be directly employed to answer the conventional reachability queries, as well as

---

1While we focus on the non-interleaved Dyck-CFL to address the context-sensitivity problem alone, our approach can be used in many context- and field-sensitive program analyses. This is because the interleaved Dyck-CFL is just one of the many ways to formulate both context and field sensitivity. We will discuss more in Section 4.
the CS-reachability queries due to the equivalent transformation, in almost constant time without computing an expensive transitive closure or performing full graph traversals. Basically, these indexing schemes pre-compute and store some cheap intermediate reachability information, which is known as the reachability index, to enable “almost” constant querying time. We will discuss the details of reachability indexing schemes in the next section.

In addition to speeding up CS-reachability queries, it has many other practical merits that motivate us to use indexing and other graph database techniques. First, when analyzing modern large-scale software, it becomes common to use a graph database to store intermediate program analysis results for reuse [Urma and Mycroft 2015; Yamaguchi et al. 2014]. When using a graph database to manage program analysis results, it is natural to use graph database techniques for optimization. Second, indexing-like techniques are widely available as graph database techniques have been well studied, mature, and widely deployed. Modern graph databases often integrate many indexing techniques that we can directly use for optimization once we transform CS-reachability to conventional reachability. Third, as detailed in Section 6.2, after transforming CS-reachability to conventional reachability with our approach, many more database techniques can be directly used for further optimization and other program analysis applications.

We have implemented our indexing approach in two existing context-sensitive dataflow analyses, one for IFDS-based information-flow analysis and the other for value-flow-based alias analysis. After building the indexing graphs for the two analyses, we then apply state-of-the-art indexing schemes for conventional reachability to speed up the CS-reachability queries. In the evaluation, we conducted experiments on twelve standard benchmark programs and four open-source systems to measure the time cost of building the indexes, the space cost of storing the indexes, and the query time using the indexes. Compared to the original analyses, the analyses armed with the indexing approach achieved orders of magnitude (10^2× to 10^5×) speedup for answering an alias or information-flow query with only a moderate overhead to build and store the indexes. In summary, the principal contributions of this paper are three-fold and listed as follows:

• We propose an approach of almost linear time and space complexity to transforming the CS-reachability problem into the conventional graph reachability problem. To the best of our knowledge, this is the first work that shows the possibility of such a transformation.
• We implement our indexing approach in two existing typical applications of context-sensitive program analyses. Through the two applications, we also summarize the criteria for selecting a proper indexing scheme in practice.

Fig. 1. The value-flow graph of the code snippet. The edges, \((u, v)\), labeled by \([k]_\kappa \) and \([k]_\kappa \) represent assignments from the variable \(u\) to the variable \(v\) via function call and function return at Line \(\kappa\), respectively. An edge labeled by \(\epsilon\) represents an intra-procedural assignment.
We evaluate the time and the space overhead of building the indexes and compare our method to conventional techniques. The results showed orders of magnitude speedup for answering CS-reachability queries with just a moderate space overhead.

The remainder of the paper is organized as follows. Section 2 reviews the background of the CS-reachability problem as well as existing indexing schemes for conventional graph reachability. In Section 3, with an example that briefly illustrates how we transform CS-reachability to conventional graph reachability, we formally establish our theory and prove its correctness. We discuss the applications of our results in Section 4 and present the evaluation results in Section 5. Section 6 surveys the related work and Section 7 concludes the paper.

2 BACKGROUND

This section introduces the background knowledge of context-sensitive reachability (Section 2.1), reviews closely related problems (Section 2.2), discusses existing indexing schemes for conventional graph reachability (Section 2.3), and states the core problem we try to address (Section 2.4).

2.1 Context-Sensitive Reachability

In this paper, we study the all-pairs version of an extended Dyck-CFL reachability problem. It is often used in context-sensitive dataflow analysis and, thus, is referred to as the context-sensitive reachability problem. By “all-pairs”, we mean that we do not focus on the reachability relations between some specific vertices but aim to efficiently reply to reachability queries between any vertex pair. The flow graphs, including the program dependence graph [Ferrante et al. 1987], the value-flow graph [Cherem et al. 2007; Sui et al. 2014], the exploded super graph [Reps et al. 1995], and many others, can be uniformly defined as a program-valid graph, which captures the modular program structure [Chatterjee et al. 2017].

Definition 2.1 (Program-Valid Graph). Given an alphabet $\Sigma_k = \{e\} \cup \{[i], \]}_{i=1}^k$, a program-valid graph $G$ is a $\Sigma_k$-labeled directed graph that can be partitioned to sub-graphs such that every sub-graph has only $e$-labeled edges, and there exists a constant $\alpha \geq 0$ such that every sub-graph has $\alpha$ or fewer vertices with $[i]$-labeled incoming edges or $\]}$-labeled outgoing edges.

Intuitively, a sub-graph of the program-valid graph represents a function of a program. The constant $\alpha$ indicates that every function has only a few function parameters and return values. For example, the graph in Figure 1 is program-valid because it can be partitioned into four parts, $(a, b), \{c\}, \{d, e, f\}$, and $\{g, h, i, j\}$. The four parts correspond to the four functions, foo, bar, qux, and main, respectively. Each part has at most two vertices with $[i]$-labeled incoming edges or $\]}$-labeled outgoing edges. From now on, given a program-valid graph, we use $V$ to represent the vertex set, $E \subseteq V \times V$ the edge set, and $L(u, v) \in \Sigma_k$ the label of an edge $(u, v) \in E$.

Definition 2.2 (Context-Sensitive Reachability). Given two vertices $v_0$ and $v_m$ on a program-valid graph, we say the vertex $v_m$ is context-sensitively reachable (or CS-reachable) from the vertex $v_0$ if and only if there is a path $(v_0, v_1, v_2, \ldots, v_m)$ on the graph such that the concatenation of the edge labels, $L(v_0, v_1)L(v_1, v_2) \ldots L(v_{m-1}, v_m)$, can be derived from the extended Dyck-CFL grammar shown in Figure 2.

By definition, the context-free grammar allows the following three kinds of CS-reachable paths on the program-valid graph. In other words, to answer a CS-reachability query, we need to check if there is a $P$-path, $N$-path, or $PN$-path between two vertices:

1. $P$-Path. The label string of a $P$-path can be derived from the symbol $P$ of the grammar. A parenthesis on a $P$-path is either a right-parenthesis or correctly matched. In a program
Fig. 2. The context-free grammar of an extended Dyck-CFL, which is defined on the alphabet \( \Sigma_k = \{ \epsilon \} \cup \{ [i, j]_{i \neq j}^k \} \) for achieving context-sensitivity [Kodumal and Aiken 2004]. The grammar of the standard Dyck-CFL only has the last production, \( M \), that produces perfectly matched parentheses.

analysis, a \( P \)-path often represents the propagation of a dataflow fact from a callee function to a caller function. For instance, the path \( (b, f, h) \), labeled by \([8]_{17}\), in Figure 1 is a \( P \)-path.

(2) \( N \)-Path. The label string of an \( N \)-path can be derived from the symbol \( N \) of the grammar. A parenthesis on an \( N \)-path is either a left-parenthesis or correctly matched. In a program analysis, an \( N \)-path often represents the propagation of a dataflow fact from a caller function to a callee function. For instance, the path \( (g, d, c) \), labeled by \([17]_{7}\), in Figure 1 is an \( N \)-path.

(3) \( PN \)-Path. A \( PN \)-path is the concatenation of a \( P \)-paths and an \( N \)-path, which implies that a dataflow fact returned from a callee function is passed again to a callee function. For instance, the path \( (c, e, a) \), labeled by \([7]_{8}\), in Figure 1 is a \( PN \)-path, where the prefix \( (c, e) \) is a \( P \)-path and the suffix \( (e, a) \) is an \( N \)-path.

2.2 State of The Arts.

In this subsection, we discuss four groups of recent works closely related to Dyck-CFL reachability and explain their difficulties in addressing the all-pairs CS-reachability problem.

2.2.1 Standard Dyck-CFL Reachability on Bidirected Graphs. A common use of Dyck-CFL reachability is to resolve field-sensitive pointer relations on a bidirected graph. Different from the program-valid graph, in a bidirected graph as illustrated in Figure 3(a), each edge \((u, v)\) labeled by a left-parenthesis corresponds to an inverse edge \((v, u)\) labeled by a right-parenthesis. Zhang et al. [2013] and Chatterjee et al. [2017] show that a transitive closure can be computed in almost linear time for standard Dyck-CFL reachability over a bidirected graph. These recent works focus on bidirected graphs, standard Dyck-CFL reachability, and field sensitivity, whereas we focus on program-valid graphs, CS-reachability, and context sensitivity. Thus, we study a different problem and they do not address the CS-reachability problem studied in the paper.

2.2.2 Interleaved Standard Dyck-CFL Reachability. When modeling both field sensitivity and context sensitivity, one may use a pair of standard Dyck-CFL grammars together, one for field sensitivity and the other for context sensitivity. For instance, when \([\text{[]}]\) and \([\text{[} \text{]}\) in Figure 3(b) belong to two Dyck-CFL grammars, the last vertex is reachable from the first in terms of interleaved Dyck-CFL reachability but not reachable from the first vertex in terms of Dyck-CFL reachability. However, on one hand, recent approaches to interleaved Dyck-CFL reachability only work for “standard” Dyck-CFLs and do not address the “extended” Dyck-CFL reachability problem studied in this paper; on the other hand, the interleaved Dyck-CFL reachability problem essentially is not a CFL-reachability problem and is known to be undecidable [Kjelstrøm and Pavlogiannis 2022; Reps 2000]. Thus, only approximation algorithms can be provided [Späth et al. 2019; Zhang and Su 2017]. In this paper, we will not discuss these approaches as we focus on the exact algorithms for CFL-reachability, and the problem of interleaved Dyck-CFL reachability is out of this scope. Nevertheless, in Section 4, we will detail how our approach is used in a dataflow analysis that requires both context sensitivity and field sensitivity.
which are the input and output of the function foo would like to stress again that, for computing the transitive closure of a Dyck-CFL reachability, the complexity is linear in practice. More recently, Chatterjee et al. [2017] also proposed an algorithm that can build all summary edges in almost linear time.

showed that the number of summary edges is bounded by $O(\alpha |V|^3/\log |V|)$, complexity [Chaudhuri 2008]. To avoid confusion, we would like to stress again that, for computing the transitive closure of a Dyck-CFL reachability problem, existing linear algorithms are proposed either for bidirected graphs (Section 2.2.1) or for the standard Dyck-CFL reachability problem (Section 2.2.3), not for the CS-reachability problem over a program-valid graph. Thus, for CS-reachability, we still have to use the traditional $O(|V|^3/\log |V|)$ algorithm to compute the transitive closure.

On the other hand, we can choose not to build an expensive transitive closure but, instead, for every single CS-reachability query, we traverse the input program-valid graph using the traditional tabulation algorithm [Reps et al. 1995, 1994]. Basically, the tabulation algorithm performs a depth-first traversal over the input program-valid graph to answer a reachability query. What makes it different from a depth-first traversal is that it uses summary edges to avoid repetitively visiting a function body. As defined in Definition 2.3, a summary edge tabulates an input and an output of a function. For instance, in Figure 1, we can add a summary edge from the vertex $e$ to the vertex $f$, which are the input and output of the function $foo$ at Line 8. This summary edge allows us to skip the function $foo$ whenever a graph traversal reaches the vertex $e$. Since we never visit a function more than once, answering a CS-reachability query using the tabulation algorithm is of linear complexity with respect to the graph size and the number of summary edges. Reps et al. [1994] showed that the number of summary edges is bounded by $O(\alpha^2|V|)$ and the time of building all summary edges is bounded by $O(\alpha^3|V|)$. As mentioned before, $\alpha$ is a constant. Thus, the complexity is linear in practice. More recently, Chatterjee et al. [2017] also proposed an algorithm that can build all summary edges in almost linear time.
Definition 2.3 (Summary Edge and Summary Path). A summary edge \((v_0, v_m)\) is an extra \(\epsilon\)-labeled edge added to the program-valid graph \(G = (V, E)\) such that \(v_0, v_m \in V\) and there is a path \((v_0, v_1, v_2, \ldots, v_m)\), which we refer to as a summary path, such that the label string is in the form of \([\ldots M \ldots]\), where \(M\) is the symbol in the context-free grammar.

To summarize, building a transitive closure is of high complexity and the tabulation algorithm is also not efficient as it needs to traverse the input program-valid graph for every single query. To resolve the dilemma between the two extreme approaches, this paper proposes a novel use of the summary edges, which are cheap to build and allow us to answer any CS-reachability query within “almost” constant time via existing indexing schemes for conventional graph reachability.

2.3 Indexing Schemes for Conventional Graph Reachability

Quickly answering a query of conventional graph reachability has been the focus of research for over thirty years due to its wide spectrum of applications. Like the problem of CS-reachability, in general, answering conventional reachability queries also relies on two “extreme approaches”. The first can answer any query in \(O(1)\) time but needs to pre-compute an expensive transitive closure. The other extreme approach replies to a query by traversing the graph by depth-first or breadth-first search. This approach takes linear time for each query and, thus, is apparently very slow for frequent queries on a large graph. Fortunately, recent studies on indexing schemes have found promising trade-offs lying in-between the two extremes — pre-computing and storing some cheap intermediate reachability information, which is known as the reachability index, to enable “almost” constant querying time. The state-of-the-art indexing schemes can be put into two groups:

1. **Compression of transitive closure**, e.g., [Chen and Chen 2008; Cohen et al. 2003; Jin et al. 2011, 2009; Wang et al. 2006]. Approaches in this group aim to reduce the cost of computing and storing the transitive closure. For instance, assuming \(k\) is a variable far less than \(|V|\), the dual-labeling method takes \(O(|V| + |E| + k^3)\) time to compress the size of transitive closure from \(O(|V|^2)\) to \(O(|V| + k^3)\) but preserves the capability of answering each reachability query in constant time [Wang et al. 2006].

2. **Pruned search**, e.g., [Chen et al. 2005; Seufert et al. 2013; Wei et al. 2014; Yildirim et al. 2010]. Approaches in this group pre-compute information to speed up the depth-first or breadth-first graph traversal by pruning unnecessary searches. Grail is such an indexing scheme that labels each vertex with a constant number of intervals [Yildirim et al. 2010]. We then can tell if a vertex is NOT reachable from another by testing the interval containment in constant time. In other cases, it falls back to a graph traversal but can use the intervals to prune unreachable paths.

To show more insights into these indexing schemes, we provide two detailed examples, which are put at the end of this paper (see Appendix A) to avoid distraction from our main focus. Nevertheless, in the next section, we will provide a detailed example to illustrate how an indexing scheme for conventional graph reachability speeds up CS-reachability queries.

We would like to clarify that, in addition to the indexing schemes that aim to speed up reachability queries, there are also many other indexing schemes not for reachability queries. For instance, the traditional B-tree indexing schemes break a database into many small blocks so that the scope of a query can be limited in small blocks, thus reducing the time of querying some specific data (rather than reachability relations between data) [Comer 1979]. Weiss et al. [2008] proposed an indexing scheme to manage data from the web and applied the indexing scheme to program analysis [Weiss et al. 2015]. Their indexing scheme is not for accelerating reachability queries and CFL-reachability queries. Thus, their approach is not related to ours.
2.4 Problem Statement

The reachability indexing schemes discussed above can easily accelerate conventional reachability queries on a common directed graph. However, owing to the constraint of the context-free grammar, they cannot speed up CS-reachability queries on a program-valid graph, unless we can address the following problem, i.e., reduce the CS-reachability problem to a conventional reachability problem:

Given a program-valid graph $G = (V, E)$, find a common directed graph $G = (\mathcal{V}, \mathcal{E})$ and two functions $src : V \mapsto \mathcal{V}$ and $dst : V \mapsto \mathcal{V}$, such that, for any pair of vertices, $u, v \in V$, the vertex $v$ is CS-reachable from the vertex $u$ if and only if the vertex $dst(v)$ is reachable from the vertex $src(u)$ on the common directed graph $G$.

In what follows, we introduce an efficient transformation of almost linear complexity from CS-reachability to conventional graph reachability, which allows us to directly profit from the reachability indexing schemes discussed in the last subsection.

3 TRANSFORMING CS-REACHABILITY TO CONVENTIONAL REACHABILITY

With an example that briefly illustrates our approach (Section 3.1), we then discuss the intuition of the correctness (Section 3.2) and provide formal proofs (Section 3.3). In the end, we discuss an optimization, which allows us to transform CS-reachability to conventional reachability without any structural change of the input program-valid graph (Section 3.4).

3.1 Flare in a Nutshell

Figure 4(a) shows a program-valid graph that describes the value propagation in the code snippet — each directed edge $(u, v)$ represents an assignment from the variable $u$ to the variable $v$. An edge is labeled by $[i]$ if the assignment happens at the time of the function call, i.e., passing an actual parameter to a formal parameter at the $i$th call site. An edge is labeled by $]i$ if the assignment happens when the function call returns, i.e., passing a return value to its receiver at the $i$th call site. A summary edge is added over the call site $d = baz(b)$, connecting the input $b$ and the output $d$.

Next, we use the example to show how our approach, namely Flare, transforms a CS-reachability query on the program-valid graph into an equivalent conventional reachability query on a common directed graph that we referred to as the indexing graph. After the transformation, we can directly use existing indexing schemes to quickly answer the conventional reachability queries and, thus, the equivalent CS-reachability queries. Next, we illustrate (1) how we build the indexing graph, (2) how we transform a CS-reachability query to an equivalent query of conventional reachability, and (3) how a typical indexing scheme for conventional reachability speeds up a CS-reachability query.

3.1.1 Building the Indexing Graph. Figure 4(b) shows the indexing graph, which consists of two copies of the original program-valid graph. The copies of each vertex $v$ are distinguished by the subscripts $v_1$ and $v_2$. In the first copy, we remove all edges labeled by the left-parentheses, i.e., the call edges. In the second copy, we remove all edges labeled by the right-parentheses, i.e., the return edges. For each vertex $v$, we add an edge from its first copy $v_1$ to its second copy $v_2$. All edge labels are removed from the indexing graph.

Although, in this example, we show that we need to copy the input program-valid graph to build the indexing graph, we show in Section 3.4 that such copies are not necessary. Thus, the only overhead of building an indexing graph is to compute the summary edges, which, as discussed before, can be built in almost linear time and, thus, is very cheap.

3.1.2 Querying CS-Reachability. To tell if a vertex $v$ is CS-reachable from a vertex $u$ in Figure 4(a), we only need to tell if the vertex $v_2$ is reachable from the vertex $u_1$ in the indexing graph, i.e.,
Figure 4(b). Note that all edge labels have been intentionally removed in the indexing graph as we only check conventional reachability in the indexing graph. Two examples are illustrated below.

1. To tell if the vertex \( f \) is CS-reachable from the vertex \( a \) in Figure 4(a), we only need to check if the vertex \( f_2 \) is reachable from the vertex \( a_1 \) in Figure 4(b). Since there is a path from the vertex \( a_1 \) to the vertex \( f_2 \) in Figure 4(b), the vertex \( f \) is CS-reachable from the vertex \( a \) in Figure 4(a). Let us check the CS-reachability relation on the original program-valid graph. We can find a \( PN \)-path \((a, b, c, d, e, f)\) labeled by the string, \( J_1 I_2 J_2 J_3 J_4 \), which satisfies the context-free grammar of CS-reachability.

2. To tell if the vertex \( f \) is CS-reachable from the vertex \( g \) in Figure 4(a), we only need to check if the vertex \( f_2 \) is reachable from the vertex \( g_1 \) in Figure 4(b). Since there is not any path connecting the vertex \( f_2 \) and the vertex \( g_1 \), the vertex \( f \) is not CS-reachable from the vertex \( g \). Let us check the CS-reachability relation on the original program-valid graph. We can find that the label strings of the paths between the vertex \( g \) and the vertex \( f \) always contain a pair of mismatched parentheses, i.e. \( J_5 J_2 \), thus not satisfying the context-free grammar.

3.1.3 Speeding up Reachability Queries via Indexing. We have shown that a CS-reachability query over the program-valid graph can be transformed to a conventional reachability query over the indexing graph. Thus, we can employ existing indexing schemes for conventional reachability to speed up CS-reachability queries. Let us use the Grail indexing scheme [Yildirim et al. 2010] as an example. Basically, Grail labels each vertex in a common directed graph to speed up reachability queries. More detailed examples of Grail and other indexing schemes can be found in the appendix.

Given the indexing graph shown in Figure 4(b), which is a common directed graph, the first step of Grail is to find all strongly connected components (SCC) in the graph and merge each SCC into a single vertex. As illustrated in Figure 5(a), we merge the vertex \( e_2 \) and the vertex \( f_2 \) into a single vertex \( e_2 f_2 \), thus forming a directed acyclic graph (DAG). This step is cheap as finding all SCCs is of linear complexity [Tarjan 1972]. This step does not affect reachability queries because vertices in an SCC are reachable from each other and any reachability query related to a vertex in an SCC will be transformed into a reachability query related to the merged vertex. For instance, to test if the vertex \( f_2 \) is reachable from the vertex \( g_1 \) in Figure 4(b), it is equivalent to test if the vertex \( e_2 f_2 \) is reachable from the vertex \( g_1 \) in Figure 5(a).

---

### Code Snippet

```c
void bar() {
    int b = foo();
    int d = baz(b);
    qux(d);
}
```

```c
void qux(int e) {
    fax(e);
}
```

```c
int foo() {
    int g = …; a = …;
    baz(g);
    return a;
}
```

```c
int baz(int c) {
    return c;
}
```

```c
void fax(int f) {
    qux(f);
}
```
This complexity is cubic in $H_1$ and is consistent with the innate cubic complexity of general CFL-reachability problems. However, as noted before, $\alpha$ denotes the number of function parameters and return values in program analysis and, thus, is a constant. This means that the summary edges can be built very efficiently in almost linear time and, thus, is very cheap. Thus, building summary edges is not a limitation of our approach.

The rational behind the reduction is that, each CS-reachable path, i.e., $P$-path, $N$-path, or $PN$-path, on the program-valid graph corresponds to a path on the indexing graph. First, we explain...
that each $P$-path corresponds to a path in the first copy of the program-valid graph. Recall that (1) each summary edge represents a path labeled by $\lfloor M \rfloor_i$, and (2) the production of $P$-paths can be rewritten as $P \rightarrow (\lfloor M \rfloor_i | \epsilon)^+ P | \lfloor P \rfloor | \epsilon$. This production implies that a $P$-path is composed of sub-paths labeled by $\lfloor M \rfloor_i$ and edges labeled by $\lfloor \_ \rfloor$ or $\epsilon$. After adding summary edges, since each sub-path labeled by $\lfloor M \rfloor_i$ can be replaced by a summary edge, a $P$-path then can be represented as a path only labeled by $\lfloor \_ \rfloor$ and $\epsilon$. Based on this observation, in the first copy of the program-valid graph, we remove all edges labeled by $\lfloor \_ \rfloor_i$ and only preserve edges labeled by $\lfloor \_ \rfloor_i$ and $\epsilon$, so that each path in the copy represents a $P$-path in the original program-valid graph. For instance, in Figure 4(b), after replacing the sub-path $(b, c, d)$ in the $P$-path $(a, b, c, d)$ with a summary edge $(b, d)$, the path is represented by the path $(a_1, b_1, d_1)$ in the first copy.

Similarly, in the second copy of the program-valid graph, we only preserve edges labeled by $\lfloor i \rfloor$ and $\epsilon$, so that each path in the copy represents an $N$-path in the original program-valid graph. Since a $PN$-path is a path with a $P$-path as its prefix and an $N$-path as its suffix, in Figure 4(b), we connect the two copies so that a path from the first copy to the second copy represents a $PN$-path. For instance, the $PN$-path $(a, b, c, d, e, f)$ on the program-valid graph can be split into two sub-paths, the $P$-path $(a, b, c, d)$ and the $N$-path $(d, e, f)$, which respectively correspond to the path $(a_1, b_1, d_1)$ and the path $(d_2, e_2, f_2)$, connected by $(d_1, d_2)$, on the indexing graph.

To sum up, each path on the indexing graph corresponds to a $P$-path, $N$-path, or $PN$-path in the program-valid graph. Thus, we can safely transform CS-reachability queries on the program-valid graph into conventional reachability queries on the indexing graph. We note that using summary edges to optimize CS-reachability algorithms can be dated back to 1990s [Reps 1998; Reps et al. 1995, 1994]. Nevertheless, in this work, for the first time to the best of our knowledge, we show the possibility of transforming the CS-reachability problem to a conventional reachability problem, which allows up to $10^3 \times$ speedup as shown in our evaluation.

### 3.3 Formalization

We now formalize the solutions to the two key problems: how we build the indexing graph, and how we transform a CS-reachability query to an equivalent query of conventional graph reachability.

#### 3.3.1 Building the Indexing Graph.

A preprocessing step of our approach is to compute all summary edges for a given program-valid graph. Reps et al. [1994] have presented an algorithm to compute the summary edges and proved the following lemma about the cost of the algorithm.

**Lemma 3.1 (Complexity of the Summary Edges [Reps et al. 1994]).** The number of summary edges is bounded by $O(\alpha^2 |V|)$ and the time to build all summary edges is bounded by $O(\alpha |E| + \alpha^2 |V|)$.

Since $\alpha$, which denotes the number of function parameters and return values, is a constant in program analysis, we can build summary edges with almost linear complexity in the graph size. In our evaluation, we will also show that it is cheap to compute the summary edges. With the summary edges, we can define the indexing graph as follows.

**Definition 3.2 (Indexing Graph).** Given a program-valid graph $G = (V, E)$ where $E = E^e \cup E^l \cup E^r$ is the union set of edges labeled by $e$, left-parentheses, and right-parentheses, and the set $E^x$ of summary edges, an indexing graph $\mathcal{G} = (V, E)$ can be built in two steps:

1. Build two copies of the program-valid graph as well as the summary edges:
   - $G_1 = (V_1, E_1 = E^e \cup E^l \cup E^b)$,
   - $G_2 = (V_2, E_2 = E^b \cup E^l \cup E^r)$,

   where the vertex set $V_i$ is a copy of the vertex set $V$, and $E_i^e$, $E_i^l$, and $E_i^r$ are copies of $E^e$, $E^l$, and $E^r$, respectively.
(2) Build the indexing graph $G = (V, E)$:
- $V = V_1 \cup V_2$,
- $E = E_1 \cup E_2 \cup \{(v_1, v_2) : v_1, v_2 \in V_1, v_2 \in V_2\}$,
  where we use $v_i$ to represent the copy of the vertex $v \in V$ in $V_i$.

Since we only copy the input program-valid graph and the summary edges twice, we have the following lemma showing that the size of the indexing graph is linear to the size of the original program-valid graph.

**Lemma 3.3 (Complexity of the Indexing Graph).** Assuming $\alpha$ is a constant, the time and space complexity of building the indexing graph is $O(|V| + |E|)$.

### 3.3.2 Querying CS-Reachability.

The indexing graph allows us to answer CS-reachability queries according to the conventional reachability relations on the indexing graph. That is, given a program-valid graph $G = (V, E)$ and its indexing graph $G = (V = V_1 \cup V_2, E)$, to determine if a vertex $v \in V$ is CS-reachable from a vertex $u \in V$ on the program-valid graph, we only need to check if the vertex $v_2 \in V_2$ is reachable from the vertex $u_1 \in V_1$ on the indexing graph. To prove the correctness of this transformation, we need to understand the following rewriting of the extended Dyck-CFL grammar in Figure 2. First, by simply unfolding $M \rightarrow MM$, the production $M$ can be rewritten as follows, where $*$ is the Kleene star operator:

$$M \rightarrow \text{[i]M}_i \mid MM \mid \epsilon \rightarrow (\text{[i]M}_i \mid \epsilon)^*$$

Hence, the production $P$ and the production $N$ can be rewritten as follows by replacing the non-terminal symbol $M$ with the right-hand-side sequence, $(\text{[i]M}_i \mid \epsilon)^*$:

$$P \rightarrow MP \mid \text{[i]P} \mid \epsilon \rightarrow (\text{[i]M}_i \mid \epsilon)^*P \mid \text{[i]P} \mid \epsilon \rightarrow (\text{[i]M}_i \mid \epsilon)^*$$

$$N \rightarrow NM \mid N[i]_i \mid \epsilon \rightarrow N(\text{[i]M}_i \mid \epsilon)^*N[i]_i \mid \epsilon \rightarrow (\text{[i]M}_i \mid \epsilon)^*$$

By Definition 2.3, a path labeled by a string $\text{[i]M}_i$ is a summary path. Hence, the rewriting above allows us to redefine the $P$-path and $N$-path as follows.

**Definition 3.4 ($P$-path).** A path on the program-valid graph is a $P$-path if and only if it can be partitioned into multiple segments, each of which is a summary path, a $\text{[i]}$-labeled edge, or an $\epsilon$-labeled edge.

**Definition 3.5 ($N$-path).** A path on the program-valid graph is an $N$-path if and only if it can be partitioned into multiple segments, each of which is a summary path, a $\text{[i]}$-labeled edge, or an $\epsilon$-labeled edge.

Next, we prove the correctness of our approach in two steps, i.e., the necessity and the sufficiency.

**Lemma 3.6 (Necessity).** Given a program-valid graph $G = (V, E)$ and its indexing graph $G = (V = V_1 \cup V_2, E)$, if there is a CS-reachable path from $u \in V$ to $v \in V$ on the program-valid graph, then there must exist a path from $u_1 \in V_1$ to $v_2 \in V_2$ on the indexing graph.

**Proof.** According to our discussion before, a CS-reachable path on the program-valid graph may be a $P$-path, $N$-path, or $PN$-path, which are discussed below, respectively.

(1) According to Definition 3.4, a $P$-path can be partitioned into multiple segments, each of which is a summary path, a $\text{[i]}$-labeled edge, or an $\epsilon$-labeled edge. By definition of the indexing graph, each of the segment $(x, \ldots, y)$ has a corresponding edge $(x_1, y_1)$ in the first copy $G_1$ of the indexing graph. Hence, any $P$-path, $(u, \ldots, v)$, has a corresponding path, $(u_1, \ldots, v_1)$, in the indexing graph. Since $(v_1, v_2) \in E$, we have the path $(u_1, \ldots, v_2)$ in the indexing graph.
(2) According to Definition 3.5, an $N$-path can be partitioned into multiple segments, each of which is a summary path, a $]-i$-labeled edge, or an $\varepsilon$-labeled edge. By definition, each of the segment $(x, \ldots, y)$ has a corresponding edge $(x_2, y_2)$ in the second copy $G_2$ of the indexing graph. Hence, any $N$-path, $(u, \ldots, v)$, has a corresponding path, $(u_2, \ldots, v_2)$, in the indexing graph. Since $(u_1, u_2) \in \mathcal{E}$, we have the path $(u_1, \ldots, v_2)$ in the indexing graph.

(3) By definition, a $PN$-path, $(u, \ldots, v)$ can be split into two segments, say $(u, \ldots, x)(x, \ldots, v)$, where the prefix segment is a $P$-path and the suffix segment is an $N$-path. Based on the above discussions, we have $(u_1, \ldots, x_1)$ in $G_1$ and $(x_2, \ldots, v_2)$ in $G_2$. Since $(x_1, x_2) \in \mathcal{E}$, we have the path $(u_1, \ldots, x_1, x_2, \ldots, v_2)$ in the indexing graph.

**Lemma 3.7 (Sufficiency).** Given a program-valid graph $G = (V, E)$ and its indexing graph $\mathcal{G} = (V = V_1 \cup V_2, \mathcal{E})$, if there is a path from $u_1 \in V_1$ to $v_2 \in V_2$ on the indexing graph, there must exist a CS-reachable path from $u \in V$ to $v \in V$ on the program-valid graph.

**Proof.** Given a path $(u_1, \ldots, v_2)$ in the indexing graph, it must be in one of the following three forms: $(u_1, \ldots, v_1, v_2)$, $(u_1, u_2, \ldots, v_2)$, or $(u_1, \ldots, x_1)(x_1, x_2)(x_2, \ldots, v_2)$.

(1) The path is in the form of $(u_1, \ldots, v_1, v_2)$. By definition, all vertices from $u_1$ to $v_1$ are in $V_1$, and each edge $(x_1, y_1)$ on the path is in $E_1^s \cup E_1^t \cup E_1^{\varepsilon}$. Each edge $(x_1, y_1) \in E_1^s$ corresponds to an $\varepsilon$-labeled edge $(x, y)$ in the program-valid graph. Each edge $(x_1, y_1) \in E_1^t$ corresponds to a $]-i$-labeled edge $(x, y)$ in the program-valid graph. Each edge $(x_1, y_1) \in E_1^{\varepsilon}$ corresponds to a summary path, i.e., $[\varepsilon,M]_i$-labeled path, in the program-valid graph. Hence, each path $(u_1, \ldots, v_1)$ corresponds to a path $(u, \ldots, v)$ in the program-valid graph, which is composed by $\varepsilon$-labeled edges, $]-i$-labeled edges, or summary paths. By Definition 3.4, the path $(u, \ldots, v)$ is a $P$-path.

(2) The path is in the form of $(u_1, u_2, \ldots, v_2)$. By definition, all vertices from $u_2$ to $v_2$ are in $V_2$, and each edge $(x_2, y_2)$ on the path is in $E_2^s \cup E_2^t \cup E_2^{\varepsilon}$. Each edge $(x_2, y_2) \in E_2^s$ corresponds to an $\varepsilon$-labeled edge $(x, y)$ in the program-valid graph. Each edge $(x_2, y_2) \in E_2^t$ corresponds to a $]-i$-labeled edge $(x, y)$ in the program-valid graph. Each edge $(x_2, y_2) \in E_2^{\varepsilon}$ corresponds to a summary path, i.e., $[\varepsilon,M]_i$-labeled path, in the program-valid graph. Hence, each path $(u_2, \ldots, v_2)$ corresponds to a path $(u, \ldots, v)$ in the program-valid graph, which is composed by $\varepsilon$-labeled edges, $]-i$-labeled edges, or summary paths. By Definition 3.5, the path $(u, \ldots, v)$ is an $N$-path.

(3) The path is $(u_1, \ldots, x_1)(x_1, x_2)(x_2, \ldots, v_2)$. Based on the discussions in Case 1 and Case 2, the prefix $(u_1, \ldots, x_1)$ and the suffix $(x_2, \ldots, v_2)$ correspond to a $P$-path $(u, \ldots, x)$ and an $N$-path $(x, \ldots, v)$ in the program-valid graph, respectively. Thus, the concatenation of the two paths, i.e., $(u, \ldots, x, \ldots, v)$, is a $PN$-path.

Putting Lemma 3.3, Lemma 3.6, and Lemma 3.7 together, we have the following theorem that summarizes our result.

**Theorem 3.8.** The CS-reachability problem on a program-valid graph can be reduced to a conventional graph reachability problem on the indexing graph in linear time and space with respect to the size of the input program-valid graph.

### 3.4 Building the Indexing Graph without Any Copy

Instead of a sophisticated algorithm, our approach simply copies the input program-valid graph twice to build the indexing graph for addressing the all-pairs CS-reachability problem. In practice, we can take a further step to make the approach simpler — even we do not need to physically copy the program-valid graph for building the indexing graph.

Our key insight is that the indexing graph shares most vertices and edges with the original program-valid graph $G = (V, E^s \cup E^t \cup E^{\varepsilon})$. Thus, we do not need to physically generate
Algorithm 1: Iterating vertices and successors of a given vertex in an indexing graph.

---

1. Procedure \( \text{vertices}(G = (V, E)) \)
   
   ```
   */ E = E_r \cup E^t \cup E^l \cup E^s */
   
   foreach \( v \in V \) and \( i \in \{1, 2\} \) do
   do some operation on \( (v, i) \); /* iterate all \( v_i \in V */
   ```

2. Procedure \( \text{successors}(G = (V, E), (v, i)) \)
   
   ```
   */ E = E_r \cup E^t \cup E^l \cup E^s */ /* v \in V, i \in \{1, 2\} */
   
   if \( i = 1 \) then
   do some operation on \( (v, 2); /* (v_1, v_2) \in E */
   
   foreach \( (v, u) \in E^e \cup E^r \cup E^s \) do
   do some operation on \( (u, 1); /* (v_1, u_1) \in E */
   ```

   else
   ```
   
   foreach \( (v, u) \in E^e \cup E^l \cup E^s \) do
   do some operation on \( (u, 2); /* (v_2, u_2) \in E */
   ```

---

the copies, \( G_1 \) and \( G_2 \), but reuse the data structure of \( G \) and logically distinguish the copies using an extra integer in \( \{1, 2\} \). That is, we do not generate the physically copied vertices \( u_i \in V \) but represent the vertex \( u_i \) as a pair \((v \in V, i \in \{1, 2\})\), which reuses the vertex \( v \) in the original program-valid graph. With this representation, Algorithm 1 demonstrates the basic operations over the indexing graph, i.e., iterating all vertices and iterating all successors of a given vertex, without any physically copied vertices. Since the algorithm has essentially represented the indexing graph as an adjacent list, one primary data structure for graphs, they are sufficient for implementing any graph algorithm over the indexing graph including querying reachability via the indexing schemes.

To conclude, in practice, the only overhead of building an indexing graph is to compute the summary edges. In other words, building summary edges is sufficient to transform CS-reachability to conventional reachability. While saving a copy of the program-valid graph does not affect the algorithm complexity and does not significantly increase the algorithm performance, we argue that the approach is valuable in the following two aspects:

1. The approach has its practical value as it follows the design principle of Occam’s razor, which encourages us to keep a method simple [Gauch 2002]. In practice, the approach brings two advantages. First, it makes it easy to implement the proposed approach as we no longer need to copy the graph. Second, it makes it easy for data maintenance. It is infamous that data clones increase the cost of maintenance. For example, assuming that we store two copies of a program-valid graph in a database, we then need extra effort to keep the two copies consistent when one of them is revised. Our approach avoids such data clones and, thus, eases the efforts in maintenance.

2. This approach has its conceptual value. In the past decades, it has been widely-known that “building summary edges can transform CS-reachability to regular-language reachability” [Reps 1998; Reps et al. 1995, 1994]. Based on this observation, the classic tabulation algorithm, one of the baseline approaches in our evaluation, was proposed and is still widely used in state-of-the-art techniques. With the way of building the indexing graph without any copy, for the first time to the best of our knowledge, we now can update this statement to “building summary edges can transform CS-reachability to conventional reachability”. We believe this update could push forward the development of techniques in this field because conventional reachability is much easier and well studied.
Table 1. Two applications and the indexing schemes we apply to them.

<table>
<thead>
<tr>
<th>Application</th>
<th>IFDS-Based Information-Flow Analysis</th>
<th>Value-Flow-Based Alias Analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Program-Valid Graph</td>
<td>Exploded Super-Graph</td>
<td>Value-Flow Graph</td>
</tr>
<tr>
<td>State-of-the-Art Algorithm to Answer CS-Reachability Queries</td>
<td>Reps et al. [1995, 1994]'s Tabulation Algorithm</td>
<td></td>
</tr>
<tr>
<td>Indexing Scheme</td>
<td>Grail [Yildirim et al. 2010]</td>
<td>PathTree [Jin et al. 2011]</td>
</tr>
<tr>
<td>Index Size</td>
<td>$O(k</td>
<td>V</td>
</tr>
<tr>
<td>Indexing Time</td>
<td>$O(k(</td>
<td>V</td>
</tr>
<tr>
<td>Time per Query</td>
<td>$O(k)$ or $O(k(</td>
<td>V</td>
</tr>
</tbody>
</table>

1. $k \leq 5$ is the times we randomly traverse the graph to build the index.
2. $k$ is the number of paths that can cover the input graph.

4 APPLICATIONS

Our results can speed up a wide range of context-sensitive dataflow analyses working on different program-valid graphs. We have applied our results to two common context-sensitive dataflow analyses, one is IFDS-based information-flow analysis, e.g., [Lerch et al. 2014; Schubert et al. 2019], and the other is value-flow-based alias analysis, e.g., [Li et al. 2013; Shi et al. 2018; Sui and Xue 2020], as shown in Table 1. The two kinds of analyses work on two different program-valid graphs, which are known as the exploded super-graph and the value-flow graph, respectively. In practice, there are many different techniques for building these program-valid graphs. However, for the problem studied in this paper, it is not important how to build the graphs as we focus on speeding up CS-reachability queries after a graph is given. For evaluation, we use recent techniques to build the graphs, which will be detailed in the next section.

Despite many differences, it is common for both applications to formulate their problems as CS-reachability queries and follow the same spirit of Reps et al. [1995, 1994]'s tabulation algorithm to answer CS-reachability queries. As discussed in Section 2.1, the tabulation algorithm needs to traverse the program-valid graph for answering every CS-reachability query and, thus, is inefficient. To improve the performance, as the workflow shown in Figure 6, we first build the indexing graph by adding the summary edges and compute the reachability indexes over the indexing graph. The indexing graph allows us to transform any CS-reachability query into a conventional reachability query, which then can be significantly accelerated by the reachability indexes. Given that, as discussed in Section 2.3, there are many indexing schemes we can choose, we advocate two rules that help select indexing schemes for a given program analysis.

**Rule 1.** If a program analysis needs to return paths between two vertices when responding positively to a CS-reachability query, we prefer to use the pruned-search-based indexing schemes. These indexing schemes are cheaper and keep the capability of replying to queries with negative answers in almost constant time and replying queries with positive answers by searching paths within almost linear complexity in the path length.

**Rule 2.** If a program analysis does not need to return any paths when responding to a CS-reachability query, we prefer to use the indexing schemes that compress the transitive closure because they exhibit almost constant complexity, no matter whether the queries have positive or negative answers.

4.1 Indexing the IFDS-Based Information-Flow Analysis.

Information flow is the transfer of information between two variables in a given program. A valid information flow exists between two variables if and only if there is a CS-reachable path...
between them. When answering a CS-reachability query, this application not only needs to check the reachability relation but also needs to find one or multiple CS-reachable paths that lead to the information flow. This is critical when the information-flow analysis is used to detect security violations as we need to check the violation-triggering paths so as to fix the violations.

Hence, we follow Rule 1 to use the pruned-search-based indexing schemes as they can provide paths as the evidence of reachability. In the implementation, we use the Grail indexing scheme [Yildirim et al. 2010] (see Appendix A for an example of the indexing scheme). Grail builds the reachability index by randomly traversing an input graph $k$ times ($k \leq 5$ in practice and we use $k = 5$ in the implementation). Grail allows us to answer most unreachable queries in $O(k)$ time and, for reachable queries, it returns a path within linear time and space with respect to the path length. Apparently, the reachability indexing scheme significantly improves the query efficiency over the original algorithm that needs to perform a full graph traversal for every query.

### 4.2 Indexing the Value-Flow-Based Alias Analysis.

Alias analysis statically determines if two pointer variables can point to the same memory location during program execution. Two pointer variables, such as the pointer $a$ and the pointer $f$ in Figure 1, are aliases if and only if there exists a CS-reachable path between them in the graph. Since we often only need to answer “yes” or “no” when querying if a pointer is the alias of the other, it is not necessary to find any CS-reachable path between two pointer variables.

Hence, we follow Rule 2 to use the indexing scheme, known as PathTree [Jin et al. 2011], that compresses the transitive closure (see Appendix A for an example of the indexing scheme). Basically, PathTree partitions the input graph into $k$ paths [Jin et al. 2011] and takes $O(k|E|)$ time to compress the size of transitive closure from $O(|V|^2)$ to $O(k|V|)$. The compressed transitive closure, a.k.a., the index, allows us to answer reachability queries in $O(1)$ time for most cases and in $O(\log^2 k)$ time for the others. This is far more efficient than a traditional approach that always performs a full graph traversal for every query.

### 4.3 Dealing with Field-Sensitivity

As discussed in Section 2.2, there have been a few studies on the interleaved Dyck-CFL reachability problem, where one Dyck-CFL is used to formulate context sensitivity and the other for field sensitivity. Compared to them, our approach focuses on the problem of context sensitivity alone. However, this does not mean our approach cannot be used in a context- and field-sensitive analysis as the interleaved Dyck-CFL formulation is just one of many ways to formulate context- and field-sensitivity. In practice, our approach can be used in many program analyses that require both context and field sensitivity. For instance, the aforementioned two applications, i.e., the IFDS-based information-flow analysis and the value-flow-based alias analysis, are both context- and
field-sensitive. To achieve field sensitivity, they build field-sensitive program-valid graphs where each vertex represents a single structure field and only one Dyck-CFL is required to formulate context sensitivity. As an example, Figure 7 shows the field-sensitive value-flow graph built by the state-of-the-art value-flow analyses [Li et al. 2011, 2013; Shi et al. 2018; Sui and Xue 2016, 2020]. In the graph, each vertex represents a constant, variable, or single structure field. The edges represent value propagation between them. An edge label, \( \mathbb{J}_i \) or \( \mathbb{K}_i \), stands for a function call or return at Line \( i \) in the code. Clearly, tracking value flows along these edges is both context- and field-sensitive. Since the value-flow graph follows the definition of the program-valid graph, our approach can be directly used to speed up the context- and filed-sensitive value flow analysis.

5 EVALUATION

In this section, we discuss the evaluation results of our approach. All experiments were run on a server with eighty “Intel Xeon CPU E5-2698 v4 @ 2.20GHz” processors and 256GB of memory running Ubuntu-16.04. The source code of our tool is publicly available: https://github.com/qingkaishi/context-sensitive-reachability.

5.1 Experiment Setup

This subsection discusses the implementation of the baseline approaches and their indexed counterparts, followed by some clarifications on the baselines and discussions on the benchmark programs.

5.1.1 Baseline Approaches. We implemented the IFDS-based information-flow analysis based on the Phasar framework [Schubert et al. 2019]. The Phasar framework allows us to build the program-valid graph, i.e., the exploded super-graph. Information-flow queries then can be formulated as CS-reachability queries on the graph. As an IFDS-based approach, Phasar employs the standard tabulation algorithm to answer each CS-reachability query. We then implement our indexing approach in the analysis and evaluate how it can speed up the queries. As discussed in the last section, we use the Grail indexing scheme [Yildirim et al. 2010] in this application.

We also follow a recent work [Shi et al. 2018] to build a value-flow graph, which allows us to formulate the pointer alias problem as CS-reachability queries and answer each CS-reachability query via a standard tabulation algorithm. We then implement our indexing approach in the value-flow-based analysis and evaluate how our indexing schemes can speed up the queries. As discussed in the last section, we use PathTree [Jin et al. 2011] as the indexing scheme in this application.

For both of our applications, we organize the experiments in three parts. In the first two parts, we show that it is not possible to compute a full transitive closure for answering the CS-reachability queries while we can compute the reachability indexes within a reasonable time and space overhead. The experiments of computing the transitive closure are run with a limit of six hours. In the third part, we show that the indexed analyses are much faster than their original counterparts, which follow the same spirit of Reps et al. [1995, 1994]’s tabulation algorithm and traverse the input program-valid graph to answer each CS-reachability query.
Table 2. Benchmark programs from SPEC2000 and the real world.

<table>
<thead>
<tr>
<th>ID</th>
<th>Program</th>
<th>LoC</th>
<th>Information Flow</th>
<th></th>
<th>Alias Analysis</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td># V # E</td>
<td></td>
<td># V # E</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>mcf</td>
<td>2K</td>
<td>33.3K 35.0K</td>
<td>22.2K 29.4K</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>bzip2</td>
<td>3K</td>
<td>257.3K 277.8K</td>
<td>59.5K 76.2K</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>gzip</td>
<td>6K</td>
<td>314.5K 332.2K</td>
<td>135.6K 182.8K</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>parser</td>
<td>8K</td>
<td>540.5K 566.7K</td>
<td>574.2K 749.1K</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>vpr</td>
<td>11K</td>
<td>3.0M 3.4M</td>
<td>347.7K 421.7K</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>crafty</td>
<td>13K</td>
<td>651.0K 678.5K</td>
<td>280.2K 362.1K</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>twolf</td>
<td>18K</td>
<td>635.4K 696.6K</td>
<td>468.0K 624.0K</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>eon</td>
<td>22K</td>
<td>798.8K 969.9K</td>
<td>766.0K 852.0K</td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>gap</td>
<td>36K</td>
<td>689.8K 788.3K</td>
<td>3.2M 3.8M</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>vortex</td>
<td>49K</td>
<td>659.1K 714.2K</td>
<td>4.4M 5.6M</td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>perlmbk</td>
<td>73K</td>
<td>2.4M 2.6M</td>
<td>9.2M 11.7M</td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>gcc</td>
<td>135K</td>
<td>9.7M 10.7M</td>
<td>17.0M 22.2M</td>
<td></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>git-2.32.0</td>
<td>248K</td>
<td>5.4M 5.7M</td>
<td>20.6M 25.4M</td>
<td></td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>vim-8.2.3047</td>
<td>386K</td>
<td>14.7M 19.0M</td>
<td>40.0M 50.0M</td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>icu-69.1</td>
<td>594K</td>
<td>5.9M 6.3M</td>
<td>14.4M 18.2M</td>
<td></td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>ffmpeg-3.0</td>
<td>940K</td>
<td>5.3M 6.2M</td>
<td>33.8M 44.6M</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

5.1.2 Clarifications on Baseline Approaches. Since there have been many Dyck-CFL algorithms, information-flow analyses, and alias analyses, we clarify the following points on the baselines.

1) There have been a large number of Dyck-CFL algorithms proposed in the past decades. These algorithms may also have been applied to alias analysis or information-flow analysis. However, as discussed in Section 2.2, they require different modeling of the program analysis problems and cannot address the CS-reachability problem studied in this paper. Hence, it does not make sense to compare our approach to them. In practice, the most common way to address the CS-reachability problem is to use the tabulation algorithm or compute a transitive closure, which are the correct baselines we need to compare.

2) Our core contribution is an indexing approach to accelerating program analyses based on CS-reachability queries. To show the contribution, we design a controlled experiment where an indexed analysis is compared with its non-indexed counterpart. We want to clarify that it is not meaningful to compare an indexed analysis, e.g., the indexed value-flow-based alias analysis, with an analysis that follows an orthogonal methodology, e.g., an alias analysis not based on value flows but the LCL formulation [Zhang and Su 2017]. This is because, even if we can show that the indexed value-flow-based alias analysis is faster than the LCL-based one, we cannot make any conclusion about our indexing technique as the speed improvement may come from two sources, i.e., the indexing method or the value-flow-based formulation.

3) There are many IFDS-based information-flow analyses and value-flow-based alias analyses proposed in the past decades. We want to clarify that they differ from each other mainly because of their approaches to building the exploded-super graphs, e.g., [Arzt and Bodden 2014; Schubert et al. 2019], and the value-flow graphs, e.g., [Cherem et al. 2007; Shi et al. 2018; Sui and Xue 2016], which, however, is actually not important for our evaluation. This is because the core contribution of the paper is to speed up queries after a graph is given, rather than an approach to building the graphs. In our implementation, as discussed before, we follow two recent works to build the graphs.

4) We notice that many query caching mechanisms [Zhou et al. 2018], parallel querying techniques [Han et al. 2013], and graph simplification algorithms [Li et al. 2020] can also improve query performance. These techniques are orthogonal to our approach. Thus, it does not make sense to compare with them. In practice, our approach can be used together with them for better performance. For instance, our approach can be performed on a simplified program-valid graph, which will lead to a smaller indexing graph and faster query speed.
5.1.3 Benchmark Programs. Our experiments are conducted over twelve programs from the standard benchmark suite, SPEC2000 [Henning 2000], and four much larger real-world programs: git, vim, icu, and ffmpeg. The basic information of the sixteen benchmark programs is listed in Table 2, including the lines of code (LoC) of each program as well as the number of vertices (#V) and edges (#E) in their program-valid graphs. As shown in the table, the sizes of the programs range from a few thousand lines of code to nearly one million, and a program-valid graph may contain tens of millions of vertices and edges, which makes it challenging to answer conventional reachability queries quickly, let alone CS-reachability queries.

5.2 IFDS-Based Information-Flow Analysis

The evaluation consists of three parts, aiming to show that (1) computing the transitive closure is not practical, (2) compared to computing a transitive closure, the overhead of computing the reachability index is reasonable, and (3) the reachability index significantly speeds up CS-reachability queries.

5.2.1 Transitive Closure is not Practical. Computing a transitive closure is always the most ideal approach to answering conventional reachability queries and CS-reachability queries. This is because, a transitive closure allows us to answer an unreachable CS-reachability query (or, in this application, an information-flow query) in constant time and, for reachable cases, the transitive closure allows us to find paths between two vertices within linear time and space with respect to the path length. However, due to the high complexity of computing the transitive closure [Chaudhuri 2008], we failed to compute the transitive closure for ten of our sixteen benchmark programs (ID from 7 to 16) in six hours. Thus, while computing a transitive closure is an ideal approach to the information-flow analysis, it is not practical for analyzing large-scale software.

5.2.2 Overhead of Indexing is Reasonable. Compared to the transitive closure, the reachability index is much cheaper to compute. In the information-flow analysis, the cost of computing the reachability index comes from two parts — computing the indexing graph and building the Grail index [Yildirim et al. 2010] over the indexing graph. As discussed in Section 3.4, the main cost of building an indexing graph is to compute the summary edges. Figure 8 lists the cost of building the indexing graph as well as the cost of computing the Grail index. We can observe that building the summary edges and the indexing graph is very cheap. For the largest program-valid graph that contains tens of millions of vertices, we only need less than 2 minutes and about 80 MB of space.

Fig. 8. The cost of building the indexing graph (I.G.) and the Grail index for the information-flow analysis.
Figure 9 also plots the relationship between the input graph size and the total cost of building both the indexing graph and the Grail index, which shows a linear complexity in practice. Therefore, the indexing scheme for the information-flow analysis scales quite gracefully in practice. Figure 9 shows that, compared to the cost of computing a transitive closure, the overhead of computing the reachability index is negligible in practice. Even for the six small programs for which we succeed in computing the transitive closure, computing the index is $540 \times$ faster and saves 99.7% of the space compared to computing the transitive closure.

5.2.3 Indexing Enables Much Faster Queries. As listed in Table 3, the reachability index allows the indexed information flow analysis (IFDS-IFA+Flare) to answer 10,000 reachable queries in 6,500 milliseconds ($R$) and 10,000 unreachable queries ($\neg R$) in 350 milliseconds ($\neg R$), $110 \times$ to $7,642 \times$ and $565 \times$ to $36,541 \times$ faster than the baseline tabulation algorithm (IFDS-IFA). Readers may notice that answering a reachable query takes much longer than answering an unreachable query. This is because, for a reachable query in the information-flow analysis, we need to additionally compute a path from the source vertex to the target vertex. Readers may also argue that it takes some time to build the reachability index while it does not need any preprocessing to perform the tabulation.
algorithm. For this issue, we would like to clarify that, computing the reachability index is a one-time effort, which means that it is built offline and only once to benefit all future queries. Hence, it is not necessary to consider the cost of indexing here as we have shown it can be built efficiently.

5.3 Value-Flow-Based Alias Analysis

The evaluation of the alias analysis also consists of three parts, aiming to show that (1) computing a transitive closure is not practical, (2) the overhead of computing the reachability index is reasonable, and (3) the reachability index significantly speeds up the CS-reachability queries.

5.3.1 Transitive Closure is not Practical. Computing a transitive closure allows us to answer both reachable and unreachable CS-reachability queries (or, in this application, aliasing queries) in constant time. However, it is of sub-cubic time complexity and quadratic space complexity to compute a transitive closure [Chaudhuri 2008], which is not affordable in practice. In the experiment, we finished the computation only for the programs with less than 40 KLoC and failed for all other larger programs. This result shows that computing a transitive closure is not practical.

5.3.2 Overhead of Indexing is Reasonable. Same as the information flow analysis, the cost of the indexing procedure also includes two parts. The first part is to compute the indexing graph and the second part is to apply the PathTree indexing scheme [Jin et al. 2011] to the indexing graph. As discussed in Section 3.4, the main cost of building the indexing graph is to compute the summary edges. Figure 10 lists the time and memory cost of computing the indexing graph as well as the cost of computing the PathTree index. We can observe that, for the value-flow-based alias analysis, the cost of building the summary edges and the indexing graph is also of linear complexity in the input graph size. For the largest graph that contains about forty million vertices, we only need three minutes and 320MB of space to build the indexing graph. Compared to the Grail indexing scheme used in the information-flow analysis, both the time cost and the memory cost of PathTree are higher but still tend to be linear as shown in Figure 10. For the largest program, it takes less than 3 hours to build the index. It is noteworthy that the scalability of PathTree has been shown in previous works [Jin et al. 2011]. In practice, if an application cannot afford its overhead, we can choose other indexing schemes discussed in Section 2.3.

We show in Figure 11 that, compared to a transitive closure, the reachability index is much cheaper. Even in a log-scale coordinate system, the curves of computing the transitive closure are

<table>
<thead>
<tr>
<th>ID</th>
<th>Time (seconds)</th>
<th>Memory (MB)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>I.G.</td>
<td>PathTree</td>
</tr>
<tr>
<td>1</td>
<td>0.09</td>
<td>1.80</td>
</tr>
<tr>
<td>2</td>
<td>0.33</td>
<td>7.97</td>
</tr>
<tr>
<td>3</td>
<td>1.53</td>
<td>34.60</td>
</tr>
<tr>
<td>4</td>
<td>8.00</td>
<td>105.67</td>
</tr>
<tr>
<td>5</td>
<td>3.25</td>
<td>41.19</td>
</tr>
<tr>
<td>6</td>
<td>0.84</td>
<td>33.55</td>
</tr>
<tr>
<td>7</td>
<td>3.26</td>
<td>73.11</td>
</tr>
<tr>
<td>8</td>
<td>1.97</td>
<td>41.15</td>
</tr>
<tr>
<td>9</td>
<td>11.63</td>
<td>404.20</td>
</tr>
<tr>
<td>10</td>
<td>37.39</td>
<td>1894.22</td>
</tr>
<tr>
<td>11</td>
<td>110.80</td>
<td>6507.63</td>
</tr>
</tbody>
</table>

Fig. 10. The cost of building the indexing graph (I.G.) and the PathTree index for the alias analysis.
Fig. 11. Reachability indexes vs. Transitive closure for the alias analysis.

Table 4. Time cost (milliseconds) of answering 10,000 reachable queries ($R$) and 10,000 unreachable queries ($\neg R$) in the alias analysis.

<table>
<thead>
<tr>
<th>ID</th>
<th>VF-AA + FLARE</th>
<th></th>
<th>VF-AA</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>80</td>
<td>18</td>
<td>98</td>
<td>6.5K</td>
</tr>
<tr>
<td>2</td>
<td>102</td>
<td>6</td>
<td>108</td>
<td>83.0K</td>
</tr>
<tr>
<td>3</td>
<td>114</td>
<td>12</td>
<td>126</td>
<td>319.8K</td>
</tr>
<tr>
<td>4</td>
<td>124</td>
<td>8</td>
<td>132</td>
<td>690.4K</td>
</tr>
<tr>
<td>5</td>
<td>108</td>
<td>8</td>
<td>116</td>
<td>243.9K</td>
</tr>
<tr>
<td>6</td>
<td>123</td>
<td>8</td>
<td>131</td>
<td>160.3K</td>
</tr>
<tr>
<td>7</td>
<td>157</td>
<td>7</td>
<td>164</td>
<td>244.0K</td>
</tr>
<tr>
<td>8</td>
<td>149</td>
<td>8</td>
<td>157</td>
<td>289.5K</td>
</tr>
<tr>
<td>9</td>
<td>172</td>
<td>11</td>
<td>183</td>
<td>835.0K</td>
</tr>
<tr>
<td>10</td>
<td>155</td>
<td>10</td>
<td>165</td>
<td>3.6M</td>
</tr>
<tr>
<td>11</td>
<td>191</td>
<td>8</td>
<td>199</td>
<td>4.8M</td>
</tr>
<tr>
<td>12</td>
<td>222</td>
<td>12</td>
<td>234</td>
<td>14.4M</td>
</tr>
<tr>
<td>13</td>
<td>196</td>
<td>11</td>
<td>207</td>
<td>7.8M</td>
</tr>
<tr>
<td>14</td>
<td>200</td>
<td>10</td>
<td>210</td>
<td>3.2M</td>
</tr>
<tr>
<td>15</td>
<td>195</td>
<td>15</td>
<td>210</td>
<td>16.6M</td>
</tr>
<tr>
<td>16</td>
<td>216</td>
<td>24</td>
<td>240</td>
<td>58.5M</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>min</th>
<th>med</th>
<th>max</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>81×</td>
<td>5.2K×</td>
<td>270.9K×</td>
<td></td>
<td></td>
</tr>
<tr>
<td>134×</td>
<td>5.3K×</td>
<td>47.2K×</td>
<td>N/A</td>
<td></td>
</tr>
<tr>
<td>91×</td>
<td>5.2K×</td>
<td>248.8K×</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

much higher than those of computing the reachability index. Particularly, we failed to compute the transitive closure for programs with more than four million vertices while we can finish computing the index for all benchmark programs. Meanwhile, compared to the transitive closures we succeed in computing, the reachability index is much smaller in size, saving 99.1% of the space.

5.3.3 Indexing Enables Much Faster Queries. As shown in Table 4, the reachability index allows the indexed value-flow-based alias analysis (VF-AA + Flare) to answer 10,000 reachable queries in 200 milliseconds and 10,000 unreachable queries in 30 milliseconds, 81× to 270,885× and 134× to 47,199× faster than the baseline tabulation algorithm approach. In total, compared to the baseline approach, the indexing scheme for the alias analysis can speed up the context-sensitive aliasing queries with a speedup from 91× to 248,812×, with 5,227× as the median.

In addition to the promising speedup over the original approach, we can observe that the query performance is very stable and works like constant time complexity — the time cost of answering 10,000 reachable and unreachable queries is always around or less than 200 milliseconds and 30 milliseconds, respectively. The differences in the query performance between the reachable and the unreachable cases are caused by the internal design of PathTree, which is out of the scope of the paper and, thus, is omitted. The stable query time confirms that, with a moderate space overhead, our approach enables us to answer CS-reachability queries in almost constant time.
5.4 Summary
In the end, we would like to summarize our experiment results as follows, which include the main takeaway messages we want to convey via the experiments.

1. Building summary edges is a preprocessing procedure of our indexing approach, which has been shown in previous works that it is in almost linear complexity [Chatterjee et al. 2017; Reps et al. 1994] and has been demonstrated in this paper that it is cheap to build in practice. Hence, it is practical to build summary edges and this is not a limitation of our approach.

2. Building the reachability indexes is of linear complexity in practice and is much cheaper than computing a transitive closure. In addition, note that building indexes is a one-time effort, which means that we can build the indexes offline only once to benefit all future queries. Hence, it improves the query speed without extra overhead added to an analysis.

3. Except for querying paths for a positive reachability query, after indexing, the time cost of answering a CS-reachability query exhibits a constant complexity in practice, i.e., the cost does not grow with the increase of graph size. Hence, it significantly improves the scalability of program analysis.

6 RELATED WORK
In addition to the related works discussed in Section 2.2, we discuss two strands of related works — one on the language-reachability problems in program analysis and the other on some advanced reachability indexing schemes with the potential of optimizing program analyses.

6.1 Language Reachability for Program Analysis
Many program analysis problems can be formulated as CFL-reachability problems. Particularly, Dyck-CFL lays the basis for “almost all of the applications of CFL reachability in program analysis” [Kodumal and Aiken 2004]. Studies on solving the problem of all-pairs CFL or Dyck-CFL reachability have been conducted in various contexts such as recursive state machines [Alur et al. 2005] and visibly push-down languages [Alur and Madhusudan 2004]. They often work with a dynamic programming algorithm, which is a generalization of the CYK algorithm for CFL-recognition [Younger 1967] and is of cubic complexity [Kodumal and Aiken 2004; Reps et al. 1995; Yannakakis 1990]. Melski and Reps [2000] and Kodumal and Aiken [2004] studied the relationship between CFL reachability and set constraints, but they did not break through the cubic bottleneck. Chaudhuri [2008] and Zhang et al. [2014] showed that the Four Russians’ Trick could be employed to achieve sub-cubic algorithms. These works are different from our approach as they do not utilize indexing schemes and do not try to transform CFL-reachability queries to conventional reachability queries. Next, we discuss two main applications of language reachability.

6.1.1 Context-Sensitive Analysis. Tang et al. [2015] formulated the context-sensitive data-dependence analysis in the presence of callbacks as a tree-adjoining-language reachability problem. Their algorithms are of $O(|V|^5)$ and, thus, are not scalable in practice. Chatterjee et al. [2017] solved the problem by utilizing the “constant tree-width” feature of a local data-dependence graph. However, their algorithm only checks the CS-reachability relation between vertices in the same calling context while we can check CS-reachability between vertices from different calling contexts. DOOP-based analyses also utilize CFL-reachability to achieve context-sensitivity, but they often achieve only a small $k < 3$ w.r.t. $k$CFA [Kastrinis and Smaragdakis 2013; Smaragdakis et al. 2014] while we aim for context-sensitive reachability implied by paths of any length, which means $k = \infty$.

Zhang and Su [2017] formulated the context-sensitive and field-sensitive data-dependence analysis as a linear-conjunctive-language reachability problem, or interleaved Dyck-CFL reachability problem. Compared to CFL-reachability, the interleaved CFL-reachability formulation provides a
more precise model due to field sensitivity. However, the problem of interleaved CFL-reachability is known to be undecidable [Kjelstrøm and Pavlogiannis 2022; Reps 2000]. Thus, only approximation algorithms can be provided [Späth et al. 2019; Zhang and Su 2017]. To improve the algorithm efficiency in practice, Li et al. [2020] proposed an approach to reducing the graph size before conducting the interleaved Dyck-CFL reachability analysis.

6.1.2 Pointer Analysis. The other common use of CFL reachability is to resolve pointer relations on a bidirected graph. When the underlying language is the standard Dyck language, Zhang et al. [2013] and Chatterjee et al. [2017] have shown that a transitive closure can be computed in almost linear time. However, it is much harder when the graph is not bidirected and the CFL is not a standard Dyck-CFL. Many techniques have been proposed to optimize the CFL-based pointer analysis. Zheng and Rugina [2008] proposed a demand-driven method to resolve pointer relations without computing a transitive closure. Xu et al. [2009] compute must-not-alias information for all pairs of variables, which then can be used to quickly filter out infeasible paths during the more precise pointer analysis. Dietrich et al. [2015] proposed a novel transitive-closure data structure with a pre-computed set of potentially matching load/store pairs to accelerate the fix-point calculation. Wang et al. [2017] proposed a graph system that allows CFL-based pointer analysis to work in a single machine by utilizing the disk space. Our work is different from theirs because we do not focus on bidirected graphs and the underlying CFL is different.

6.2 Potential Use of Graph Database Techniques in Program Analysis
Since our approach reduces the CS-reachability problem to the conventional reachability problem, it enables us to benefit from many other advanced graph database techniques, thereby enabling more program analysis applications. We briefly discuss some of them below.

6.2.1 Indexing for Dynamic Graph Reachability. Beyond the indexing schemes for conventional graph reachability discussed in Section 2, recent studies also consider additional constraints when evaluating reachability queries. Some of these indexing schemes can be used directly to optimize program analyses. Roditty and Zwick [2008], Bouros et al. [2009], and Zhu et al. [2014] proposed improved reachability algorithms to handle dynamic graphs, where edges and vertices may be dynamically created, updated, or deleted.

These indexing schemes, which we refer to as incremental indexing schemes, can be applied to incremental program analysis where program variables or dependence relations are changed during software evolution. When software evolves, we continuously revise the indexing graph proposed in the paper. An incremental indexing scheme can quickly capture the graph changes and rebuild the indexes for answering CS-reachability queries.

6.2.2 Indexing for Label-Constraint Reachability. Jin et al. [2010] proposed the problem of label-constraint reachability (LCR), in which a vertex \( v \) is reachable from a vertex \( u \) if and only if there exists a path from the vertex \( u \) to the vertex \( v \) and the set of edge labels on the path is a subset of a given label set. This problem has been extensively studied [Valstar et al. 2017; Zou et al. 2014]. Recently, Peng et al. [2020] proposed an indexing scheme to answer billion-scale LCR queries. Hassan et al. [2016] and Rice and Tsotras [2010] proposed approaches to finding the shortest path for LCR problems.

Many program analyses can be modeled as an LCR problem. For instance, in a taint analysis, by modeling the sanitizing operations as edge labels, we can employ the LCR indexing schemes to check if the tainted data are propagated to a destination with proper sanitizations. Using the indexing graph proposed in the paper, we can label its edges with sanitization labels and use an LCR indexing scheme to enable an efficient context-sensitive taint analysis.
6.2.3 Benefiting from Other Graph Database Techniques. Since we have transformed CS-reachability queries into conventional reachability queries in a common directed graph, we can profit from a lot of existing graph database techniques developed for common directed graphs, such as query caching techniques and graph simplification algorithms. The query caching techniques, such as C-Graph [Zhou et al. 2018], explore the data locality to speed up graph processing tasks. All modern graph databases such as Neo4j [Neo4j 2022] implement such caching mechanisms for acceleration. These approaches are orthogonal to our idea and can be used together with our approach for better performance. The graph simplification techniques reduce the graph size so as to accelerate reachability queries. First, we can discover and merge vertices with equivalent reachability relations, e.g., vertices in a strongly connected component or vertices with the same successors and predecessors, thereby reducing the graph size [Fan et al. 2012; Zhou et al. 2017]. Second, we can perform transitive reduction, which removes unnecessary edges with respect to reachability queries [Aho et al. 1972; Habib et al. 1993; Simon 1988; Valdes et al. 1982; Williams 2012; Zhou et al. 2017].

7 CONCLUSION

Different from many existing works that only focus on the standard Dyck-CFL reachability, this paper addresses the problem of the extended version by transforming it into the problem of conventional graph reachability. This transformation allows us to answer any context-sensitive reachability query in almost constant time via the indexing schemes of conventional graph reachability. We apply our approach to speeding up two context-sensitive dataflow analyses and compare them to their original approaches. The evaluation results demonstrate we can achieve orders of magnitude speedup with only a linear space overhead to build and store the indexes. Since reducing the complexity of CFL-reachability is theoretically very hard in a general setting, providing proper indexing schemes could be a promising solution for speeding up CFL-reachability queries.

A INDEXING SCHEMES FOR CONVENTIONAL REACHABILITY

Existing indexing schemes for conventional graph reachability can be put into two groups: (1) compression of transitive closure (e.g., [Chen and Chen 2008; Cohen et al. 2003; Jin et al. 2011, 2009; Wang et al. 2006]) and (2) pruned search (e.g., [Chen et al. 2005; Seufert et al. 2013; Wei et al. 2014; Yildirim et al. 2010]). This section provides detailed examples. Note that all indexing schemes are assumed to work on a directed acyclic graph (DAG) because, given a directed graph, we can always merge vertices in a strongly connected component (SCC) into a single vertex $v$. Since vertices in an SCC are reachable from each other, any reachability query between a vertex outside an SCC, e.g., $u$, and a vertex inside the SCC can be equivalently transformed to a query between the vertex $u$ and the vertex $v$ in the DAG.

A.1 Compression of Transitive Closure

Figure 12 illustrates the indexing scheme called “dual labeling” [Wang et al. 2006], which can be regarded as a simplified version of the PathTree indexing scheme [Jin et al. 2011] used in our application. The indexing scheme firstly finds a spanning tree of a given DAG and labels each vertex $v$ with an interval $[L_v, H_v]$ according to a post-order traversal of the tree. For each interval, $H_v$ is the rank of the vertex $v$ in a post-order traversal of the tree, where the ranks are assumed to begin at 1; $L_v$ denotes the lowest rank for any vertex in the sub-tree rooted at the vertex $v$. This approach guarantees that the vertex $v$ is reachable from the vertex $u$ on the tree if and only if $[L_v, H_v] \subseteq [L_u, H_u]$, because the post-order traversal enters a vertex before all its descendants and leaves after visiting all its descendants.
For each non-tree edge, we record it in a transitive link table (TLT) as illustrated in Figure 12(b), and compute a transitive closure. For instance, since the edge from the vertex $c$ to the vertex $d$ is a non-tree edge, we include the entry $[7, 9] \rightarrow [3, 5]$ in the TLT, where $[7, 9]$ and $[3, 5]$ are the labels of the two vertices, respectively. Similarly, we have $[7, 7] \rightarrow [1, 1]$ and $[7, 9] \rightarrow [1, 1]$ in the TLT. We then compute a transitive closure of the TLT. For instance, since $[7, 9] \rightarrow [3, 5]$ and $[3, 4] \rightarrow [1, 1]$ are in the TLT and $[3, 4] \subseteq [3, 5]$ implies $[3, 5] \rightarrow [3, 4]$, we also include $[7, 9] \rightarrow [1, 1]$ in the TLT.

We then can determine the reachability relation on the graph as follows: the vertex $v$ is reachable from the vertex $u$ if and only if $[L_v, H_u] \subseteq [L_u, H_u]$ or there exists an entry $[L_x, H_x] \rightarrow [L_y, H_y]$ in the link table such that $[L_x, H_x] \subseteq [L_u, H_u] \land [L_y, H_y] \subseteq [L_v, H_y]$. Assuming the graph has $|V|$ vertices, $|E|$ edges, and $k$ ($k$ is far less than $|E|$) non-tree edges, we need $O(|V| + |E|)$ time to label the vertices and $O(k^3)$ time to compute the transitive link table, which consume $O(|V|)$ and $O(k^2)$ space, respectively. Wang et al. [2006] showed that, when answering a reachability query, it is not necessary to take $O(k^4)$ time to find the entry $[L_x, H_x] \rightarrow [L_y, H_y]$ in the link table. It is actually a special range-temporal aggregation problem and can be solved in $O(1)$ time. Thus, we can answer each reachability query in constant time.

We say this indexing scheme speeds up reachability queries by compressing the transitive closure because it keeps the capability of answering a query in constant time, just like that we have a transitive closure, but significantly reduces the complexity of computing a transitive closure from $O(|V||E|)$ to $O(|V| + |E| + k^3)$ in terms of time and from $O(|V|^2)$ to $O(|V| + k^2)$ in terms of space.

### A.2 Pruned Search

Figure 13 illustrates the Grail indexing scheme [Yildirim et al. 2010]. Given a DAG, Grail labels each vertex $v$ with an interval $[L_v, H_v]$ as in the last example but based on a post-order traversal on the DAG instead of the spanning tree. That is, for each interval, $H_v$ is the rank of the vertex $v$ in a post-order traversal of the DAG, where the ranks are assumed to begin at 1; $L_v$ denotes the lowest rank for any vertex in the sub-graph rooted at the vertex $v$. The basic idea is that, on the DAG, although $[L_v, H_v] \subseteq [L_u, H_u]$ cannot imply that the vertex $v$ is reachable from the vertex $u$, $[L_v, H_v] \not\subseteq [L_u, H_u]$ is sufficient to decide that the vertex $v$ is NOT reachable from the vertex $u$. For instance, in Figure 13(a), $[L_j, H_j] = [1, 8] \not\subseteq [1, 3] = [L_j, H_j]$ implies that the vertex $h$ is NOT...
Fig. 13. (a) A graph where each vertex is labeled by an interval for reachability queries. (b) Vertices are labeled by multiple intervals to reduce false positives.

reachable from the vertex $j$. However, $[L_j, H_j] = [1, 3] \subseteq [1, 8] = [L_h, H_h]$ does not imply that the vertex $j$ is reachable from the vertex $h$.

To prune such false positives induced by checking the “$\subseteq$” relation, Grail performs a randomized post-order traversal on the graph multiple times, leading to multiple interval labels as shown in Figure 13(b). The randomized traversal is performed by randomly ordering the children of each vertex at the time of graph traversal. With multiple interval labels, we now can easily determine that the vertex $j$ is not reachable from the vertex $h$, because the second interval of the vertex $j$, $[1, 5]$, is not a subset of the second interval of the vertex $h$, $[1, 3]$.

In most cases, we can deny the reachability query between two vertices by checking the “$\nsubseteq$” relation in constant time. In other cases, Grail falls back to a graph traversal but is capable of using the intervals to prune unreachable paths. For instance, assume that we want to check if the vertex $j$ is reachable from the vertex $c$ using the labels in Figure 13(b). Since $[L_j, H_j] = [1, 3][1, 5] \subseteq [1, 9][1, 7] = [L_c, H_c]$, we cannot decide the reachability relations between the two vertices. Hence, we need to traverse the graph from the vertex $c$, trying to find a path between the two vertices. Assume that the second vertex we visit during the graph traversal is the vertex $h$, one child of the vertex $c$. Since $[L_j, H_j] = [1, 3][1, 5] \nsubseteq [1, 8][1, 3] = [L_h, H_h]$, we can decide that the vertex $h$ cannot reach the vertex $j$. Hence, we can stop the traversal along this path. This strategy prunes unnecessary paths to avoid a full graph traversal, thus improving the query performance. This is also why we call Grail a pruned-search-based indexing scheme.
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