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Transfer-based MT

● Allows us to explore deep syntactic representations

● Factored models are clear

● Need not be greedy one-best process

● although we present one-best generation/results
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Generation Process

1. Insert syn-semantic (function) words

2. Subtree reordering

● Intermediary surface syntax ?

● Reordering constraints?

● maximum subtree size

● coordination
English
sentence

deep
syntax

(English Tecto)

surface
syntax
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Generation Model

● tecto nodes: 

● insertion string: 

● order mapping:

arg max
A,f

P (A, f |T )

= arg max
A,f

P (f |A, T )P (A|T )

≈ arg max
f

P (f |T, arg max
A

P (A|T ))

T = {t1, . . . , ti, . . . , tn}

A = {a1, . . . , ai, . . . , ak}
n ≤ k ≤ 2n

f : {A ∪ T} → {1, . . . , 2n}
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Insertion Model

● Insertion is dependent on local context:

● tecto node (includes: lemma, functor, POS)

● parent node

● Three independent models:

● articles

● prepositions and subordinating conjunctions

● modals (deterministic, given functor)

P (A|T )

=
∏

i

P (ai|a1, . . . , ai−1, T )

≈
∏

i

P (ai|ti, tg(i))
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Surface Order Model

1. child order:

2. gov. position:

● Greedy procedure
(there is an alternative DP solution)

● Factored models can be estimated separately

● Constraint on reorderings: maximum 5 children

● Features: functors & POS tags

P (ci ≺ ci+1|ci, ci+1, g)

= (ci ≺ ci+1|fi, ti, fi+1, ti+1, fg, tg)

P (ci ≺ g ≺ ci+1|ci, ci+1, g)

= P (ci ≺ g ≺ ci+1|fi, ti, fi+1, ti+1, tg, fg)
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Intermediate Syntax

● Insertion from Tectogrammatical Trees

● Convert deep functors to syntactic 
functions

● P(VERB | PRED)

● P(SBJ | ACT)

● Reordering based on syntactic features

● should be a closer match to surface-syntax 
transfer

English
sentence

deep
syntax

(English Tecto)

surface
syntax
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Evaluation

● Training

● ~50k WSJ treebank automatically converted

● Training & Eval: PCEDT Corpus 1.0:

● Penn WSJ treebank translated to Czech
4 retranslations back to English

● ~ 20k sentences of automatic TR

● ~ 500 sentences of manual TR

● History based modes

● smoothed via linear-backoff EM-smoothing
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Evaluation: Insertion

● Manual data - hand annotated

● Synthetic data - automatically produced
(matches training data)

● “Rules” - Small set of deterministic rules

● applied if no majority prediction (all < .5)

Model Manual Data Synthetic Data
Ins. Rules No Rules Ins. Rules No Rules

Model Articles Prep & SC Articles Prep & SC Articles Prep & SC Articles Prep & SC

Baseline N/A N/A 77.93 76.78 N/A N/A 78.00 78.40
w/o g. functor 87.29 89.65 86.25 89.31 88.07 91.83 87.34 91.06
w/o g. lemma 86.77 89.48 85.68 89.02 87.53 90.95 86.55 91.16
w/o g. POS 87.29 89.45 86.10 89.14 87.68 91.86 86.89 92.07

w/o functor 86.10 85.02 84.86 84.56 86.01 85.60 84.79 85.65
w/o lemma 81.34 89.02 80.88 88.91 81.28 91.03 81.42 91.33
w/o POS 84.81 88.01 84.01 87.29 85.53 91.08 84.69 90.98
All Features 87.49 89.68 86.45 89.28 87.87 91.83 87.24 92.02

Table 1: Classification accuracy for insertion models on development data from PCEDT 1.0. Article accuracy is computed over
the set of nouns. Preposition and subordinating conjunction accuracy (P & SC) is computed over the set of nodes that appear on
the surface (excluding hidden nodes in the TR – these will not exist in automatically generated data). Models are shown for all
features minus the specified feature. Features with the prefix “g.” indicate governor features, otherwise the features are from the
node’s attributes. The Baseline model is one which never inserts any nodes (i.e., the model which inserts the most probable value –
NOAUX).

for development and 249 for evaluation; results are

presented for these two datasets.

All models were trained on the PCEDT 1.0 data

set, approximately 49,000 sentences, of which 4,200

were randomly selected as held-out training data, the

remainder was used for training. We estimate the

model distributions with a smoothed maximum like-

lihood estimator, using Jelinek-Mercer EM smooth-

ing (i.e., linearly interpolated backoff distributions).

Lower order distributions used for smoothing are es-

timated by deleting the rightmost conditioning vari-

able (as presented in the above models).

Similar experiments were performed at the 2002

Johns Hopkins summer workshop. The results re-

ported here are substantially better than those re-

ported in the workshop report (Hajič et al., 2002);

however, the details of the workshop experiments

are not clear enough to ensure the experimental con-

ditions are identical.

4.1 Insertion Results

For each of the two insertion models (the article

model and the preposition and subordinating con-

junction model), there is a finite set of values for

the dependent variable ai. For example, the articles

are the complete set of English articles as collected

from the Penn Treebank training data (these have

manual POS tag annotations). We add a dummy

value to this set which indicates no article should

be inserted.9 The preposition and auxiliary model

9In the classifier evaluation we consider the article a and an
to be equivalent.

assumes the set of possible modifiers to be all those

seen in the training data that were removed when

modifying the manual TR trees.

The classification accuracy is the percentage of

nodes for which we predicted the correct auxiliary

from the set of candidate nodes for the auxiliary

type. Articles are only predicted and evaluated for

nouns (determined by the POS tag). Prepositions

and subordinating conjunctions are predicted and

evaluated for all nodes that appear on the surface.

We do not report results for the modal verb inser-

tion as it is primarily determined by the features of

the verb being modified (accuracy is approximately

100%). We have experimented with different fea-

tures sets and found that the model described in

Equation 6 performs best when all features are used.

In a variant of the insertion model, when the clas-

sifier prediction is of low certainty (probability less

than .5) we defer to a small set of deterministic rules.

For infinitives, we insert “to”; for origin nouns, we

insert “from”, for actors we insert “of”, and we at-

tach “by” to actors of passive verbs. In the article

insertion model, we do not insert anything if there

is another determiner (e.g., “none” or “any”) or per-

sonal pronoun; we insert “the” if the word appeared

within the previous four sentences or if there is a

suggestive adjective attached to the noun.10

Table 1 shows that the classifiers perform better

on automatically generated data (Synthetic Data),

but also perform well on the manually annotated

10Any adjective that is always followed by the definite article
in the training data.
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Article Insertion

● Conservative model

● 60% of the error is do to NULL insertion

● Assume equivalence of ‘a’ and ‘an’

Model Manual Data Synthetic Data
Coord. Rules No Rules Coord. Rules No Rules
All Interior All Interior All Interior All Interior

Baseline N/A N/A 68.43 21.67 N/A N/A 69.00 21.42
w/o g. functor 94.51 86.44 92.42 81.27 94.90 87.25 93.37 83.42
w/o g. tag 93.43 83.75 90.89 77.50 93.82 84.56 91.64 79.12
w/o c. functors 91.38 78.70 89.71 74.57 91.91 79.79 90.41 76.04
w/o c. tags 88.85 72.44 82.29 57.36 88.91 72.29 83.04 57.60
All Features 94.43 86.24 92.01 80.26 95.21 88.04 93.37 83.42

Table 2: Reordering accuracy for TR trees on development data from PCEDT 1.0. We include performance on the interior nodes
(excluding leaf nodes) for the Manual data to show a more detailed analysis of the performance. “g.” are the governor features and
“c.” are the child features. The baseline model sorts subtrees of each node randomly.

data. Prediction of articles is primarily dependent on

the lemma and the tag of the node. The lemma and

tag of the governing node and the node’s functor is

important to a lesser degree. In predicting the prepo-

sitions and subordinating conjunctions, the node’s

functor is the most critical factor.

% Errors Reference→Hypothesis

41 the → NULL
19 a/an → NULL
16 NULL → the
11 a/an → the
11 the → a/an
2 NULL → a/an

Table 3: Article classifier errors on development data.

Manual Synthetic
Det. P & SC Det. P & SC

85.53 89.18 85.31 91.54

Table 4: Accuracy of best models on the evaluation data.

Table 3 presents a confusion set from the best ar-

ticle classifier on the development data. Our model

is relatively conservative, incurring 60% of the error

by choosing to insert nothing when it should have in-

serted an article. The model requires more informed

features as we are currently being overly conserva-

tive.

In Table 4 we report the overall accuracy on evalu-

ation data using the model that performed best on the

development data. The results are consistent with

the results for the development data; however, the

article model performs slightly worse on the evalua-

tion set.

4.2 Reordering Results

Evaluation of the final sentence ordering was based

on predicting the correct words in the correct po-

sitions. We use the reordering metric described in

Hajič et al. (2002) which computes the percentage

of nodes for which all children are correctly ordered

(i.e., no credit for partially correct orderings).

Table 2 shows the reordering accuracy for the

full model and variants where a particular feature

type is removed. These results are for ordering

the correct auxiliary-inserted TR trees (using deep-

syntactic functors and the correctly inserted auxil-

iaries). In the model variant that preserves the deep

order of coordinating conjunctions, we see a signif-

icant increase in performance. The child node tags

are critical for the reordering model, followed by the

child functors.

4.3 Combined System Results

Model Manual Synthetic

TR w/ Rules .4614 .4777
TR w/o Rules .4532 .4657

AR .2337 .2451

Table 5: BLEU scores for complete generation system for TR
trees (with and without rules applied) and the AR trees.

In order to evaluate the combined system, we used

the multiple-translation dataset in the PCEDT cor-

pus. This data contains four retranslations from

Czech to English of each of the original English sen-

tences in the development and evaluation datasets.

In Table 5 we report the BLEU scores on develop-

ment data for our TR generation model (including

the morphological generation module) and the AR

generation model. Results for the system that uses

AR trees as an intermediate stage are very poor; this

is likely due to the noise introduced when generating

AR trees. Additionally, the results for the TR model

with the additional rules are consistent with the pre-
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Evaluation: Reordering

● Evaluation based on Hajič et al. 2002

● Percentage of correct subtrees (no credit for partial order)

● Reordering correct trees (no insertion errors)

Model Manual Data Synthetic Data
Coord. Rules No Rules Coord. Rules No Rules
All Interior All Interior All Interior All Interior

Baseline N/A N/A 68.43 21.67 N/A N/A 69.00 21.42
w/o g. functor 94.51 86.44 92.42 81.27 94.90 87.25 93.37 83.42
w/o g. tag 93.43 83.75 90.89 77.50 93.82 84.56 91.64 79.12
w/o c. functors 91.38 78.70 89.71 74.57 91.91 79.79 90.41 76.04
w/o c. tags 88.85 72.44 82.29 57.36 88.91 72.29 83.04 57.60
All Features 94.43 86.24 92.01 80.26 95.21 88.04 93.37 83.42

Table 2: Reordering accuracy for TR trees on development data from PCEDT 1.0. We include performance on the interior nodes
(excluding leaf nodes) for the Manual data to show a more detailed analysis of the performance. “g.” are the governor features and
“c.” are the child features. The baseline model sorts subtrees of each node randomly.

data. Prediction of articles is primarily dependent on

the lemma and the tag of the node. The lemma and

tag of the governing node and the node’s functor is

important to a lesser degree. In predicting the prepo-

sitions and subordinating conjunctions, the node’s

functor is the most critical factor.

% Errors Reference→Hypothesis

41 the → NULL
19 a/an → NULL
16 NULL → the
11 a/an → the
11 the → a/an
2 NULL → a/an

Table 3: Article classifier errors on development data.

Manual Synthetic
Det. P & SC Det. P & SC

85.53 89.18 85.31 91.54

Table 4: Accuracy of best models on the evaluation data.

Table 3 presents a confusion set from the best ar-

ticle classifier on the development data. Our model

is relatively conservative, incurring 60% of the error

by choosing to insert nothing when it should have in-

serted an article. The model requires more informed

features as we are currently being overly conserva-

tive.

In Table 4 we report the overall accuracy on evalu-

ation data using the model that performed best on the

development data. The results are consistent with

the results for the development data; however, the

article model performs slightly worse on the evalua-

tion set.

4.2 Reordering Results

Evaluation of the final sentence ordering was based

on predicting the correct words in the correct po-

sitions. We use the reordering metric described in

Hajič et al. (2002) which computes the percentage

of nodes for which all children are correctly ordered

(i.e., no credit for partially correct orderings).

Table 2 shows the reordering accuracy for the

full model and variants where a particular feature

type is removed. These results are for ordering

the correct auxiliary-inserted TR trees (using deep-

syntactic functors and the correctly inserted auxil-

iaries). In the model variant that preserves the deep

order of coordinating conjunctions, we see a signif-

icant increase in performance. The child node tags

are critical for the reordering model, followed by the

child functors.

4.3 Combined System Results

Model Manual Synthetic

TR w/ Rules .4614 .4777
TR w/o Rules .4532 .4657

AR .2337 .2451

Table 5: BLEU scores for complete generation system for TR
trees (with and without rules applied) and the AR trees.

In order to evaluate the combined system, we used

the multiple-translation dataset in the PCEDT cor-

pus. This data contains four retranslations from

Czech to English of each of the original English sen-

tences in the development and evaluation datasets.

In Table 5 we report the BLEU scores on develop-

ment data for our TR generation model (including

the morphological generation module) and the AR

generation model. Results for the system that uses

AR trees as an intermediate stage are very poor; this

is likely due to the noise introduced when generating

AR trees. Additionally, the results for the TR model

with the additional rules are consistent with the pre-
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Evaluation: Full

● Morphological insertion by Morphg (Carroll)

● BLEU score against original + 4 retranslations

● “bound” on performance of MT system using this 
generation component

● AR - intermediate syntax

● lost information in mapping (valency ordering!)

Model Manual Data Synthetic Data
Coord. Rules No Rules Coord. Rules No Rules
All Interior All Interior All Interior All Interior

Baseline N/A N/A 68.43 21.67 N/A N/A 69.00 21.42
w/o g. functor 94.51 86.44 92.42 81.27 94.90 87.25 93.37 83.42
w/o g. tag 93.43 83.75 90.89 77.50 93.82 84.56 91.64 79.12
w/o c. functors 91.38 78.70 89.71 74.57 91.91 79.79 90.41 76.04
w/o c. tags 88.85 72.44 82.29 57.36 88.91 72.29 83.04 57.60
All Features 94.43 86.24 92.01 80.26 95.21 88.04 93.37 83.42

Table 2: Reordering accuracy for TR trees on development data from PCEDT 1.0. We include performance on the interior nodes
(excluding leaf nodes) for the Manual data to show a more detailed analysis of the performance. “g.” are the governor features and
“c.” are the child features. The baseline model sorts subtrees of each node randomly.

data. Prediction of articles is primarily dependent on

the lemma and the tag of the node. The lemma and

tag of the governing node and the node’s functor is

important to a lesser degree. In predicting the prepo-

sitions and subordinating conjunctions, the node’s

functor is the most critical factor.

% Errors Reference→Hypothesis

41 the → NULL
19 a/an → NULL
16 NULL → the
11 a/an → the
11 the → a/an
2 NULL → a/an

Table 3: Article classifier errors on development data.

Manual Synthetic
Det. P & SC Det. P & SC

85.53 89.18 85.31 91.54

Table 4: Accuracy of best models on the evaluation data.

Table 3 presents a confusion set from the best ar-

ticle classifier on the development data. Our model

is relatively conservative, incurring 60% of the error

by choosing to insert nothing when it should have in-

serted an article. The model requires more informed

features as we are currently being overly conserva-

tive.

In Table 4 we report the overall accuracy on evalu-

ation data using the model that performed best on the

development data. The results are consistent with

the results for the development data; however, the

article model performs slightly worse on the evalua-

tion set.

4.2 Reordering Results

Evaluation of the final sentence ordering was based

on predicting the correct words in the correct po-

sitions. We use the reordering metric described in

Hajič et al. (2002) which computes the percentage

of nodes for which all children are correctly ordered

(i.e., no credit for partially correct orderings).

Table 2 shows the reordering accuracy for the

full model and variants where a particular feature

type is removed. These results are for ordering

the correct auxiliary-inserted TR trees (using deep-

syntactic functors and the correctly inserted auxil-

iaries). In the model variant that preserves the deep

order of coordinating conjunctions, we see a signif-

icant increase in performance. The child node tags

are critical for the reordering model, followed by the

child functors.

4.3 Combined System Results

Model Manual Synthetic

TR w/ Rules .4614 .4777
TR w/o Rules .4532 .4657

AR .2337 .2451

Table 5: BLEU scores for complete generation system for TR
trees (with and without rules applied) and the AR trees.

In order to evaluate the combined system, we used

the multiple-translation dataset in the PCEDT cor-

pus. This data contains four retranslations from

Czech to English of each of the original English sen-

tences in the development and evaluation datasets.

In Table 5 we report the BLEU scores on develop-

ment data for our TR generation model (including

the morphological generation module) and the AR

generation model. Results for the system that uses

AR trees as an intermediate stage are very poor; this

is likely due to the noise introduced when generating

AR trees. Additionally, the results for the TR model

with the additional rules are consistent with the pre-
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Related work

● Amalgam (Corston-Oliver et al. ‘02) 

● Generation from a logical form

● Assumes more information than impoverished TR

● Halogen (Langkilde-Geary ‘02) 

● minimally specified results closest to ours
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Conclusions

● Simple generative models capable of recovering 
knowledge from deep structure

● limited history, simple smoothing

● Greedy decoding procedure is fast, but joint 
decoder would likely help

● insertion/reordering not conditionally independent


