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ABSTRACT

The massive increase of spam is posing a very serious tloeat t
email which has become an important means of communication.
Not only does it annoy users, but it also consumes much of the
bandwidth of the Internet. Most spam filters in existencebased

on the content of email one way or the other. While thesespam
tools have proven very useful, they do not prevent the badtitiwi
from being wasted and spammers are learning to bypass trem vi
clever manipulation of the spam content. A very differergrapch

to spam detection is based on the behavior of email sendtetisis|
paper, we propose a learning approach to spam sender detecti
based on features extracted from social networks conetidoom
email exchange logs. Legitimacy scores are assigned tesend
based on their likelihood of being a legitimate sender. Mueg,

we also explore various spam filtering and resisting polétsasi.

1. INTRODUCTION

Unsolicited commercial email (UCE), a.k.a. spam, is notwa ne
problem causing complaints from many Internet users. Sgagm
i.e., the act of sending UCE, involves the sending of neaidyii-
cal emails to thousands or even millions of recipients withbe
recipients’ prior consent or even violates recipients’ lieipre-
fusal [9, 30, 34]. Unsolicited bulk email (UBE) is anothetagory
of emails that can be considered spam. As suggested in neeent
ports by Spamhaus [4] and Symantec [31], spam is incregsingl
being used to distribute virus, spyware, links to phishirgpwites,
etc. The problem of spam is not only an annoyance, but is also
becoming a security threat.

There is an increasing trend for both UCE and UBE. For in-
stance, Symantec has detected a 44% increase in phistengpast
from the first half of 2005 to the second half. Statistics frthra
Distributed Checksum Clearinghouse (DCC) project [24]vsho

approaches are considered ineffective as they requirederable
costs and efforts for the prosecutor to prove the relevastgden

the spam messages and the law. Another challenging prololem t
the legal approach is the limited jurisdiction of the law cemed.
Also, many legislators are forced to leave loopholes in duisla-
tions to avoid infringing the freedom of speech [16]. Thefero
allow spammers to slip through and the restriction merebpbees

a burden to legitimate senders.

To prevent users from being overwhelmed by spam, many Inter-
net service providers (ISP) and organizations deploy spkensfi
at the email server level. The family of Naive Bayes (NB) slas
fiers [13, 25] is probably one of the most commonly impleménte
which is also embedded in many popular email clients. They ex
tract keywords and other indicators from email messagesdand
termine whether the messages are spam using some statistica
heuristic scheme. However, spam senders (spammers) ngsvada
are using increasingly sophisticated techniques to trimktent-
based filters by clever manipulation of the spam content [Ed}
example, random character strings are inserted to courtpréncy
analysis. Also, words with scrambled character order cadee
vocabulary-based detection techniques ineffective, yatdns can
still understand the scrambled words. As a consequencégren
based filters are becoming less effective and hence othesages
are being explored to complement them.

One popular approach is based on blacklists and whitelists.
blacklist is a list of senders whose emails are blocked frettirgg
through to the recipients. A whitelist is just the exact ogife
While a blacklist specifies who is to be kept out allowing @lers
to pass, a whitelist only allows those who are already onittie |
to get through. Since spammers almost always spoof the “From
field of spam messages, blacklists usually keep IP addresthes
than email addresses. For incoming messages from senders no
on the lists, content-based filters may be applied so thatvtbe

that 54% of the email messages checked by the DCC network in approaches can complement each other.

2005 are likely to be from bulk email. Also, statistics fromXM

In this paper, we propose a machine learning approach to spam

Logic [22] shows that on average 80.78% of the email messagesdetection that may be regarded as partially automatingahstouc-

delivered to their clients during the week of March 24-30020
are considered spam, with peaks at more than 90%.

Various legal means of anti-spam attempts have been detuss
in [16, 23]. Legislations specifically targeted at emailrapas well

tion and maintenance of blacklists and whitelists. Speddificthe
proposed framework extracts seven features from emaihkoet-
works for each sender. Based on these features, a supeledsad
ing model is used to learn the behaviors of spammers anéhtedé

as unwanted messages in general have been introduced in someenders given a set of training data. The model is then usas-to

countries, such as the United States of America. Beforeetady
legislations are introduced, some existing laws are sdiaglfight-

ing spam. Possible approaches are based on laws and sthattes
combat fraud, antiracketeering, trespassing and anglarent. These
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sign a legitimacy score to each sender. The score assignvoeks
by analyzing batches of logs and thus is an off-line procBseres
are made ready in a database where online mitigation mettasds
query for the score of a particular sender.

The rest of this paper is organized as follows. Section 2 re-
views related work on sender-based spam detection methmtls a
social networks. Section 3 describes the spam detectidsigmo



addressed by this paper. Section 4 details the proposedrssrui-

ing scheme and section 5 explores possible deployment sshem
for spam mitigation. Section 6 presents experimental tesuid
finally section 7 concludes this paper.

2. RELATED WORK

A sender-based spam detection method tries to determirtherhe
a sender is a spammer or a legitimate sender. Our proposeshsech
belongs to this category.

One popular approach, and possibly the earliest one enthl®/e
based on blacklists and whitelists. While blacklists andtelists
are effective for filtering spam without affecting legititeaemail,
the main problem of this approach is the effort required fam-c
structing the lists and keeping them up to date. Some automat
whitelisting methods can be applied based on heuristiash as
whitelisting addresses that a user replies to. SpamAssassi
troduced auto-whitelisting [29] since 2001. The algoritlpart
of the SpamAssassin rule-based anti-spam system, in whacly m
score generating rules are combined to give a spam score to al
email. The auto-whitelisting algorithm takes into accoth& av-
erage score of the emails corresponding to the sender ahepus
the score for a new email to be the new average score. As &,resul
a sender that mostly sends legitimate emails will be enstarget
a low score. This effectively whitelists the sender. Theerse is
also true for a persistent spammer whom will be auto-blatzdi.

Another popular approach is the sender reputation systeh. G
beck and Hendler [11] presented a reputation network scheased
on user feedback in a social network. Users assign theitagpn
ratings to other users on a social networking platform. Tde¥siof
the reputation network are connected to each person thahtwe
rated. A recursive algorithm was proposed to infer the r&tpon
scores for email senders. A user, namely the source, caasefqu
the reputation of another user, namely the sink. If the sohias
rated the sink then the reputation is simply the rating. @tise,
the source requests all of his/her neighbors to recursiegjyest
for a reputation of the sink. At each recursion, the locahgs of
each user in the path of the query are taken into account.

Chirita et al. [6] proposed a global reputation scheme déail-

Rank. Email communication data are collected to constrglitzal
email network consisting of email users. A udér sending an
email to another uséV is considered a trust vote frobk to Us.
A power iteration algorithm can then be used to calculatstioees
for all email addresses in the email network. A set of trusisets
is predetermined by ways of email address books and autehvskst
from the users. These trusted users bootstrap the repusstitem
as high reputation users.

Taylor [32] discussed the domain reputation system deplaye
Google’s Gmail system [1]. The reputation system maintéies
reputation for each domain that sends email to Gmail. Theteep
tions are calculated based on previous results from stati$ilters
and user feedback. If the reputation of a domain is good, the d
main will be whitelisted and the reverse will be blacklistethe
emails from senders in neither lists are further processtdsta-
tistical anti-spam filters for making the final decision. Ehctas-
sification results are logged as auto spam or auto nonspamtseve
Users can send feedback to the system by clicking on a button i
the webmail interface for reporting misclassification. 3&hevents
are also logged and used during the next update of repusation

Taylor also discussed the problem of spoofed source address
which can affect sender-based detection systems. The Seobe
icy Framework (SPF) [35] and Domain-based Email Authentica
tion (DomainKeys) mechanisms are used to authenticateh&het
an email is really sent from the domain that it claims to benfro

n

Besides reputation systems, heuristics-based approhahesiso
been explored. Harris proposed a heuristic method calleglist-
ing [15] to avoid receiving spam at the recipient’s Mail Tséar
Agent (MTA). When a recipient MTA that uses Greylisting rives
a delivery attempt, the MTA will respond with an SMTP tempgra
error message. As required by the SMTP RFC [17], upon receiv-
ing an SMTP temporary error, the sending host has to store the
message and retry at a later time. The recipient MTA will rdco
the identity of the recent attempts of delivery so that thet -
tempt will be accepted. Legitimate senders that conformheo t
standard will have their message delivered, as they wily rat-
cording to the RFC. Whereas spammers, who concern more about
coding simplicity and speed of the spamming engine, ignose a
error message and move on to the next recipient in the litads
of retrying. Thus, spam can be avoided.

Structural features in email social networks may also béoébeol
for sender-based spam detection. Gomes et al. [12] presente
graph-theoretic analysis of email traffic and proposed ra¢vea-
tures that can serve to distinguish between spam and legéim
email. Although they did not present any spam detectionystud
in their paper, the features proposed can be used for span-det
tion. In particular, we use the features called CommuroceReci-
procity (CR) and Clustering Coefficient (CC) in this paper.

Boykin and Roychowdhury [3] proposed an automated antirspa
tool that exploits the properties of social networks to ¢aret black-
lists and whitelists. Based on some heuristics on the straict
properties of a social network, the nodes in the network are c
tered to form spam and non-spam components automatically.

3. PROBLEM STATEMENT

Given a set oft email accountsA = {a1, as, ..., an}, a sender
setS C A is defined as the set of email accounts that have sent
at least one email and a receiver $&tC A is the set of email
accounts that received at least one email. Within the setrafess,

t of them are initially labeled as follows:

|

for a; € S andt < n. We call this set ot labeled sender the
training setw; € S; C S. Although the training set may contain all
the senders$; C S, such a scenario will not be of interest to us as
all senders are already labeled.

Logs of events in email transactioris = {I; } between accounts
are available as a tuple of attributes:

if a; is a legitimate sender
if a; is a spammer

(ai7ajlvaj27"-7ajivx17x27---7xm)

wherea; € S and{a;, € R} are the sender and the corresponding
set of receiver accounts, respectively, andhroughz.,, are other
attributes that the log may have, such as time of transaaties-
sage size, event type, sender’s host IP, authenticatitussttc. In
particular, the possible event types can{laecepted, delayed, re-
jected sender address, rejected recipient address, wiespen-
nection termination, other errgrsThe goal is to assign the remain-
ing accounts{ak+1, ..., an } With a scorey; in [—1, 1], where the
sign of the score classifies a sender as either a spammer wgen n
ative or a legitimate sender otherwise. Moreover, the madaiof
y; reflects the confidence of the classification. The score G al
be interpreted as the extent of legitimacy of the sender.

In this paper, we limit our focus on the two categories: aotou
that spams (spammer) and account that does not (legitsipammer).



4. PROPOSED DETECTION SCHEME 4.2 Features from email social networks

Figure 1 is an overview of the proposed solution for detectin Most email users communicate and interact within socialgso
spam senders. Email social networks are first constructad fr  They communicate with people who have some kinds of mutual
email transaction logs. A social network can be represehjed  ties among them, such as friends, colleagues, common stgere
a directed graph where senders are represented as nodewaihd e etc. Their email transaction patterns thus naturally foouia
transactions are represented as edges. After the featiaet@on networks [3, 18]. On the contrary, spammers generally campo
and preprocessing stages, a machine learning method, slich a their spam recipient lists by various methods [16, 19, 2823l
Nearest Neighbo(k-NN) classifier, can be used for the classifica- harvest from a wide variety of sources such as websites, -news
tion task. Some postprocessing on the classifier output nedg y  groups, forums, public directories, etc., with robots oerespy-
results that are more versatile. The reminder of this sedégails wares. According to a research study by the Federal Trade- Com
the steps involved. mission (FTC) [10], more than 85% of email addresses posted t
web pages and newsgroups received spam. Virtually everythi
presented with the ‘@’ sign and looks like an email address ar
harvested. As a result, their recipients are unlikely to daadly

Email transaction logs

Email exchanges related among themselves. This paper proposes to captcigd so
W between users network related features that reflect the aforementionestoh-
Other tion for spam detection.
Email social networks features
(currently 4.2.1 In-count and out-count
nfout counts and not used) The sum of edge weights of all out-edges represents the total

d , CR, CIA, CC . . .
y “eorees number of emails sent and the sum of edge weights of all irgdg

represents the total number of emails received. By defmité
non-spoofed spammer account sends emails in bulk. Such-an ac

Feature vectors, one per sender

¢Feature weighting adjustments count sends many more emails than an average sender wosta. Al
a normal sender sends more emails than a spoofed spammer ac-
Vectors with weighted features count as a spammer switches to a new spoofed account fréguent
Again, with the same argument as discussed in the previatissge
Gaussian distance weighted we can expect a spammer account to receive much fewer emails

\ 4 k-NN classification than a normal user.

Sender scores 4.2.2 In-degree and out-degree

In-degree and out-degree in social networks representutire n
bers of email accounts that a node receives email from argssen
: email to, respectively. A non-spoofed spammer accountisebed
4.1 Social network from. logs ] to have a larger list of recipients than that of a normal sendie
Almost all popular SMTP MTA implementations keep the logs  ter all, spammers exercise mass emailing. A spoofing spammer

Figure 1: System flow chart

of email transactions. The logs record both normal and &k&FP however, may use each spoofed originator account to serydaonl
transactions. In addition to the time and date of a tramapthe Coup|e of spam before generating another Spoofed accowt A
|Og also I’eCOI'dS the IP address Of the SMTP C”ent, enveldge (o] resu“:, such an account is expected to have a lower out_dmae
inator and recipient addresses, message-id, autheaticstatus, a normal user would have.

etc. Email social networks can be constructed off-line bsipg In-degree is related to the response rate and interactivign

the email transaction logs. email account. One would expect a human user to be engaged

This paper focuses on events that correspond to successdill € in more bi-directional and interactive communications #mas a
deliveries only. The potential contributions of other egesuch as  higher in-degree. As for spam, the content usually diréets¢ader
attempted delivery to non-existent addresses, are coesi@s one to visit web pages rather than an email reply. Also, sincensisy

of the future extensions. definition, is unsolicited email, we can expect fewer emedaints
Information about email exchanges between users needs to beyould respond to a spammer. As for spoofed non-existent sgam
extracted from the logs. Let: accounts, there can be no response at all.

e EmailCount(a;,a;) = number of emails sent from; to T . .
a;, wherea; € S, a; € R,andS U R = A 4.2.3 Communication Reciprocity

The Communication Reciprocity (CR) of a node is defined as
e C = {—1,1} as the set of class labels wheré and1 rep-

resent spammer and non-spammer, respectively. CR(a;) = |0S(a:) N 15(ai)| 7 )

It is expected that in a real social network that has intéract |05 (as)
participants, some senders are also receiversSi@.R # (. whereOS(a;) is the set of accountfz € V'} that received at least

An email social network is represented by a directed gi@ph one message from; and15(a;) is the set of accountsa € V'}
(A, E). Each unique email user appeared in the logs is representedthat sent at least one message {0
by exactly one node; € A in the graph. The sender and recip- This feature measures the percentage of interactive neighb
ient relationship is represented by a directed eglge= E which that a nodea; has. It aims at capturing the social behavior of
originates from sender; and terminates at recipienj. The edge human users that tend to provide responses to other uséiis wit
weight [a;, a;] may be used to store the number of emails sent their social groups. On the contrary, a spam source has @agstro
from a; to aj, i.e., [a;,a;] = EmailCount(a;,a;) The subset structural imbalance between the set of senders and reseiMeis

of sendersS; C S is labeled where each sender has a class label. follows from the observation that spammers send emails tayma



receivers while few of their recipients reply and few othenders
send emails to spammers.

4.2.4 Communication Interaction Average

The Communication Interaction Average (CIA) of a node is de-
fined as:

2 ji3e,,; wlegi)/w(ess) @
Out-degree ofi;

This feature measures the level of interaction betweendeseavith
each of the corresponding recipients. It is the average tditie-
ceive count/send couatmong the recipients of a sender.

As part of a social behavior of human users, they do not only
send emails once or twice but exchange emails with otheakoci
neighbors many times. Social groups once formed tend tdatay
considerable time and witness interactive communicatidhere-
fore, accounts that engage in solicited communicationsldigive
a higher CIA than those that do not. For instance, spam hagya ve
low response rate. Many of the spam are simply ignored or dis-
carded by recipients. Even if the recipient is interesteth@sub-
ject described in a spam, the usual action is to follow a hyipkr
in the spam instead of replying to the email. In the case obfgab
originator addresses, the difference is even more obvibus CIA
of spammers should be near zero.

CIA(QL) =

4.2.5 Clustering Coefficient

The Clustering Coefficient (CC) of a node measures the faend
of-friends relationship between email accounts. Thisti@iship
exists in human user accounts because a social group idisis¢ab
out of some common bonding that holds the group members to-
gether. For instance, personal friends of a particularqrefsare
likely to know each other as well, perhaps through groupyaigs.
Therefore, the friends, in addition to communicating witlwould
also communicate with each other.

using only any one of the seven features presented in théopsev
section is not sufficient in detecting spammers accurabestead,
the values of the seven featurBg! = 1,...,7) are used to form
a feature (row) vectok; = (fi,...,fi,..., fr) for each of the
accountsy; € S.

Since the seven features are of different units and maggstud
each of the feature values is normalized, the attribyftesf the
normalized feature vectet; is given by:

_ fi— MEAN(f))
VAR(f:)

where M EAN(f;) andV AR(f,) are the mean and variance, re-
spectively, off; over alla; € S.

4.3.2 Weighted features

Among the seven features, some may be more useful than oth-
ers in distinguishing spammers from legitimate sendersilé/\the
infout-degrees and in/out-counts can be useful as auxfkatures,
using these features alone can focus the learning procéesal,
some legitimate users may look like spammers if one lookisestet
four features only. For example, there exist low traffic fiegate
users who have small values for all four features, simileseem-
ingly low traffic spammers that employ originator spoofingn O
the other hand, the three other features capture the maictuatal
differences between spammers and legitimate senders.eVendr
the influence of important features from being masked outmat
ized feature values are further weighted according to tiedative
importance to give the weighted feature vecter

i 4)

) )

®)

wherew = (w1,...,w,...,wr)” is the weight (column) vector
with higher attribute values for relatively more importattributes.
Although the description above assumes seven featurs@ask

Xij = ).iiW7

As for spammers, since they harvest email addresses from thesible to include more (or fewer) featurds= 1,2,..., L. A pos-

public domain, such as web pages, and merge them with address
from many other sources, the resulting recipients are elyliko
share common interests and communicate with each othethén o
words, those neighbor accounts of spammers are unlikekhibie

the friends-of-friends relationships.

Given z neighbors, it is easy to observe that the maximum num-
ber of connections among theneighbors i§z x (z — 1)]/2. CC
measures the existence of such connections among neigbfbars
node. It is defined as

= TG S DI ®

wherez,, is the number of neighbors af andn,, is the number
of such connections that actually exist in the social neltvadra; .

4.3 Preprocessing

sible future extension to incorporate additional featufesa sum-
mary, each sender now has a feature vector with normalizdd an
weighted feature values.

4.4 Machine Learning to Assign Spam Score

Each sender in an email social network is now represented by
a feature vector of normalized and weighted feature vallieis
assumed that similar senders have similar feature valuegn@
set of labeled sendelS;, the goal is to label the rest. This sec-
tion describes the formulation to usé&-dlearest Neighbork-NN)
classifier to assign spam scores to unlabeled senders.

k-NN is an instance based supervised learning algorithm. The
algorithm assumes all inputs to be points in thdimensional Eu-
clidean space. To classify a new instancg the Euclidean dis-
tances between the instance and other training points datad.
One may assign a class by the majority vote amongkthearest

For the purpose of spam detection, we propose to estimate thejabeled neighbors. Le; be the classification of training instance

likelihood that an email originator is a spammer by using hirae
learning techniques. The goal is to assign a score to eacleisen
based on the likelihood of that sender being a spammer. Ehis s
tion details the formulations of the machine learning apphogiven
social network features extracted in previous steps. Témudsion
below focuses on a supervised learning approach with onty tw
classes of senders: (1) spammers and (2) legitimate senders

4.3.1 Sender Feature Vectors

aj, wherej = 1,..., k being thek nearest neighbors af,. Then
the k-NN classification is given by:

k
UkNN = argmax Z d(ci, yi), (6)

c, eC =1
whered(a,b) = 1if a = b, or zero otherwise. One may also
weight the classifications of the training points with thaigarities,

such that the more similar a training point is, the more weitgh

Since a spammer that we can detect must be one of the senderslassification has oa,.

in the email social network, extracting features for emedaunts
that sent at least one email is enough. As will be shown inse6t

The k-NN can be a simple yet effective method. Nonetheless,
there are some drawbacks. By using the Euclidean spgabi\



assumes that each feature are of equal importance. Thissrtteke
algorithm vulnerable to irrelevant or noisy features. Ttem be
compensated by weighting feature values according totékaitive
importance, as suggested in section 4.3.2. Feature wejptain be
viewed as scaling the axes in the Euclidean space accomliting t
relative importance of features.

Being a lazy learning algorithni-NN can be quite inefficient at
classification time. To classify a hew instanéelNN has to com-
pute the distances between the new instance and all thénfgain
instances, in order to discover theearest neighbors. Special data
structures, such as those in [2, 5], can be used for storidgran
dexing training examples such that the search for nearagtnas
can be more efficiently done in the expense of some compogatio
in the training phase and storage overhead. Details of tleese
nique are out of the scope of this paper.

Our goal is to assign a legitimacy score to each of the senders

reflecting its likelihood of being a legitimate sender. Tligher
the score, the more likely that the sender is legitimate s Paper
proposes to use the similarity weightéeNN method as will be
discussed in the subsections that follow.

4.4.1 Gaussian Similarity

To use a distance based method lik&IN, we first define the
similarity measure of neighbors. The idea is to give higheights
to labeled data points that are closer to the data point tatieéd.
We assume the feature vectors to be in an Euclidean sp&ce
where L is the number of features included in the feature vectors.
Let the Euclidean distance between two feature vecto@ndx;
bed(x;, x;). The Gaussian similarity is given by:

7d2(xi,x.i)
U)LJ = e 202 5

@)

whereo is a parameter controlling the decay factor of the Gaussian
similarity function. This similarity measure decays expntfially

as the Euclidean distance increases. In other words, tise the
two vectors are in the Euclidean space, the larger the Gaussn-
ilarity.

4.4.2 Similarity Weighted MeannNN Scores

The score for an unlabeled feature vector is inferred froe th
similarity weighted mean of labels of itsnearest neighbors. Given
a vectorx;, we first calculate the Gaussian similarity; for a; €
Si, i.e., the similarity betweem; and each of the feature vectors
that corresponds to a labeled sender. Recall that the ldnmg&aus-
sian similarity, the closer the labeled vector is fram Thus, the
score ofx; in thek-NN definition is simply the similarity weighted
mean of the labels with the largestw;;. Denote the set of x;
that have the; largest Gaussian similarities as The scorey; of
x;j is given by:

Zj:Xjeri WijY;
S ©

For the case that some of the vectors are of the same similarit
resulting in more thark largest neighbors, we randomly choose
enough vectors to break the tie. As defined earlier, the daded
—1 for spammers and for legitimate users. The sign of the re-
sulting score can be treated as a classification of spamnhegitr
mate sender and the magnitude reflects the confidence l@reéh-F
stance, one may set a threshold for the score below whichdesen
is considered a spammer. Three potential ways of using ¢bigs
to counter spam are discussed in section 5.

Ui =

4.4.3 Score scaling

The Gaussian similarity function, which is used to weigt th
scores in the previous step, is unlikely to give a weight elts
unity unless the feature vectors are so tightly clusterezh $hat
most of the similarities are near one. Recall that the péssidlues
of labels are bounded Hy-1, 1], weighting the labels with such a
similarity function is likely to give scores that are very ainand
thus are not effectively utilizing the whole range of polsixores
(i.e., [-1,1]). To avoid the distribution of scores being too clus-
tered around zero, we may scale the scores such that the omaxim
magnitude is one. Denote the set of vectryscorresponding to
unlabeled senders be After all unlabeled senders are scored, the
scaled scorg; of eachx; is given by:

o Ui
t maxsgex{[y;l}

)

4.5 Section Summary

Given the feature vectors of labeled senders, this sechiows
how k-NN can be used to assign legitimacy scores to unlabeled
senders. It is assumed that senders that share similardeatls
ues, thus close in proximity in the Euclidean space, belortipe
same class. Based on this, the score is assigned by thergynila
weighted mean ok-NN’s labels. The sign of the score may be
used to classify a sender and the magnitude reflects the eanéd
Alternatively, the higher the score, the more likely thaeader is
a legitimate sender. The score can therefore be treateccaseacf
legitimacy.

5. POTENTIAL MITIGATION SCHEMES

A detection scheme needs a mitigation scheme to react to.spam
There are more than one way to use the legitimacy scoresqeavi
by the social network based detection scheme to mitigaten spa
One of the more straightforward ways is to apply a threshmtti¢
score below which all email from the sender will be filterechil&/
this approach is simple, we observe that it is unlikely thatdocial
network based detection alone is accurate enough for thpoper
Also, existing content-based schemes and rule-based sshama
still performing reasonably well. We prefer to use the slocé-
work based detection scheme to complement rather thanceepla
content-based filtering schemes.

Different ways of combining filters have been explored in the
literatures. Segal et al. [26] proposed to form a pipelinarati-
spam filter components. An email passes through each compone
in the pipeline one by one. Each component assigns a score to
the email. An email can be directly classified by an interraei
classifier and skip all subsequent components if the classiiter-
mined the classification of the email with high confidencendy
and Cormack [21] explored different ways of combining amam
filters. Specifically, the voting of binary classificatiomsrh spam
classifiers, the log-odds averaging of spam scores, thefuSepe
port Vector Machine on spam scores from different spam $iked
the use of logistic regression to find the weights for commuthe
weighted average of spam scores from multiple filters.

Since the main focus of this paper is the formulation of thtede
tion scheme as described in the previous sections, we inbetid-
cuss only simplified views of three potential approaches hirctv
the legitimacy sender scores may be used to complemeningxist
score generating filters. In depth study on the benefits ded-ef
tiveness on advanced filter ensemble schemes are resened fo
ture work.



5.1 Parallel single thresholding approach
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generate a spam score, and so does the proposed social knetwor

based scheme. A natural way to combine the two is to run the two
schemes in parallel so that each of them generates a scoee. Th
two scores are combined to give a decision. Figure 2 showsauc
setup.

An email is fed to both schemes. The content-based analyzer
will analyze the content of the email and assign a scorto the
email. The higher the score. is, the more confident that the
analyzer thinks the email is spam. The proposed social mtwo
based scheme will identify the originator of the email conee
and query the score database for the sender’s score. Sssedte
from the database is a legitimacy score, we may switch it fzaans
score by a simple negation, i.e, = (—1)y;. This spam score
can then be combined with other content-based and ruledifise
ters with, for example, a weighted sum, to generate a sir;s
score. Emails with a score higher than a certain threshaichea
considered as spam.

5.2 Serial multiple thresholding approach

Content-based
scoring system

e

Figure 3: A serial multiple thresholding system

Spammy

To cope with the advanced techniques of spamming, content-
based filters are getting more and more sophisticated. Ttesto
cation also translates to heavier load on the spam filteriogube.

On the contrary, the spam sender score is first determinadeoffl

Only a lightweight query to the score database is needechgluri
the online process. One may consider taking a serial apipriogac

filtering spam with the lightweight sender score approadch. fir

Figure 3 shows a serial multiple thresholding system. Dyitire
spam filtering process, the legitimacy score for the emaitise
will first be fetched from the database. Two threshdlils> T
on this score will be defined. Emails from senders with |etitie
score abovd; will be accepted directly to the inbox, skipping the
content-based filter. Senders with a score lower thamill be
considered spammers. Their emails can be rejected at #gjs et
flagged as spam directly. Email from senders with a score 4in be
tween the two thresholds, i.d; < f; < T, will be passed to the
content-based analyzer that will make the final decisioran8py
emails (i.e., emails with high spam scores) can be filterdidigged
accordingly.

This approach has several advantages. The sender based filte
ing scheme acts like an automatic whitelist and blackligtraach.

As a result, the load on the content-based filter will be l@der
Additional resource intensive analysis on the email, sichati-

cal Character Recognition (OCR) on images, may now be ediable
to improve the accuracy. Also, notice that some of the legite
senders are allowed to skip the subsequence filters, an Bdmin

Figure 4: A serial resistance and thresholding system

A variant of the serial approach is to throttle rather thafilter
senders with the sender score. Figure 4 shows a concepaigaad
of such an approach. Itis observed that spammers geneeggnd
on a very high email delivery throughput to generate a reediy
19]. Li et al. [20] proposed to slow down the transmissiore rait
a suspected spam at the TCP level. Although they did not gepo
a way to identify suspicious senders, the authors showeavtien
enough recipients are using TCP damping against emails avith
high spam likelihood, it is possible to lower the deliveryathghput
of spammers considerably. This may be used as a deterrent tha
drives spammer away from the server to avoid high delays.

Also, since emails are slowed down during the delivery bt no
entirely dropped, false rejection of legitimate email isamdess
expensive. An average user may not care about some minutes of
delays in delivery. However, for spammers that require kigliv-
ery throughput, a slowdown in delivery hurts their profitiyai

One potential problem is that the scheme requires onlinerdet
mination of the spam likelihood of an email. Content-baseal-a
ysis may fall short in this aspect since limited informatiimout
the email is revealed during the earlier stage of the emtéiilaig
process. By the time the content of an email is being receavet
analyzed, it may already be near the end of the delivery. it ma
be too late for TCP damping to slow down the spammer enough to
make a difference.

Given that our proposed scheme gives a sender score and an on-
line query of the score is lightweight, one can afford to iempént
TCP damping with the legitimacy score. Senders with a high-le
imacy score would be offered normal or preferential serwibde
others are slowed down. One of the way is to use an exponential
decay function on the legitimate score to determine thengxde
the damping. The delay imposed by the server grows expatignti
with the decrease of the legitimate score.

6. EXPERIMENTS

The proposed method is tested with legitimate sendersatgtia
from the Enron dataset prepared by Shetty and Adibi [27] &md s
ulated spammers. The Enron email dataset has been releabed t
public by the Federal Energy Regulatory Commission. The OAL
project [8] extracted and prepared a dataset for reseaectBinetty
and Adibi [27] further processed the dataset by removindidup
cated, corrupted and system generated emails, and anahared
The dataset is composed of emails in the mailboxes of 15@ irser
the reasonably large organization. The social networkaztaris-
tics are well preserved. In this paper, email exchange imfdion
is extracted from email headers to simulate email exchavggefbr
our evaluation purposes. If an email is addressed to moredha
recipient, one transaction will be generated for each rextp
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0.664
0.171
0.070
0.040
0.024
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Table 1: Out-degree probability distribution of simulated spam
accounts

6.1 Extracting legitimate Enron senders

The enron dataset contains both spam and nonspam, thus
legitimate senders and spammers. To get legitimate sefrdens
the Enron dataset, we first extract the email transactiotismthe
Enron email domain (i.e., email transactions with sendef r@n
cipient addresses with @enron.com). These senders arthefc
moment, labeled as legitimate senders. Social networkbesfet
senders are constructed. Raw emails are also fed to Spassis:
to generate scores. By examining the social networks, scord
email subjects manually, bogus senders that have forgeel froim
the Enron domain are identified.

Notice that the dataset only contains emails from mailbaf{e:
150 Enron users while there are many other Enron users egeh
emails with these 150 Enron users. The transactions notviny
ing any of the 150 Enron users are not visible. As a result,
social networks constructed will represent the full sonigtworks
between the 150 Enron users but only a partial view of theasc
networks of users other than the 150 users. In reality, desorga-
nization or an ISP will have a similar situation, where onljyeatial
view of the social networks is available for senders outsitithe
email domains that they have control of. By including notycthie

Detection Rate (1-False Acceptance Rate)

6.3 Number of nearest neighbors

To usek-NN, one needs to determine the number of neighbors
(k) to be used in the score calculation. The valué afffects not
only the accuracy of the scheme, but also the running timeimeq
ment. The larger thg, the longer it takes for the similarity calcula-
tions in the scoring phase. In this paper, we determine the\af
k empirically through a series of experiments with varyinglrhe
relative weights for the features are fixed to be 1 for in/dedrees
and in/out-counts and 5 for CR, CIA and CC. The ROC curves for
k=1{1,3,5,7,9,11} are shown in figure 5. We chooge= 3 in
all the subsequent experiments.

ROC Curve for k
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Figure 5: ROC curves: Varying k in k-NN

150 Enron users but also other Enron users, we are not aggumin 6.4  Feature weightings

that we have a global view of the social networks of every émai
user.

6.2 Simulated spam senders

Transactions from spammers are simulated by generating spa
accounts that inject spam emails to the dataset of legitiseriders
obtained from the previous section. The out-degree of epams
account is set according to the out-degree distributiorvigea
in [12]. The out-degree distribution in [12] is measuredhireeal
email traffic of a university in Brazil. It is assumed that eapam
account will send only one spam to each randomly chosenifecip
ent. Table 1 summarizes the actual probabilities of spanuuer
degree used. Also, since recipients usually do not replygspam
accounts, the probability of a reply from a recipient is fixede
0.05.

5000 spam accounts are generated to inject spam traffictiato t
Enron dataset obtained as described in the last section.n#sil e
social network is generated from the resulting dataset angeéd
for feature extraction. Enron accounts that have out-dsgre0
are used as legitimate sender accounts. There are 9150rsende
with 4150 of them being legitimate senders.

Unless otherwise specified, all of the following experinseaite
based on this dataset and are repeated 100 times to repaxtaihe
ages as shown. 120 senders from each ctass{%) are randomly
selected to be labeled as the training set. The error bavg #ie
standard deviations.

Among the seven features, some are more important tharsother
The feature should be weighted accordingly to yield betésfqp-
mance. Extensive experiments have been done to investifate
ferent feature weightings. This section presents someeoiribre
representative results.

Figure 6 shows the ROC curves of six different weights of CC.
As we increase the weight of CC, the classification perfogaan
in general, increases. This shows the relative importafichi®
feature over others. The increase in performance becorsigmifi
icant for weights larger than 15. Table 2 shows the area above
the ROC curve while varying the weights of CIA. Considerihg t
associated standard deviations of the results, we obskatdhe
improvement in performance is inconclusive. To proceedxmper
iments on CR, we choose weighting of CC to be 15, the smallest
among 15, 20 and 25 to avoid over-emphasis; and that for Ch& to
10. Figure 7 shows the results of varying CR. The trend ofatbgr
ing performance is observed as the weight of CR increaseass, Th
a weight of 1 is chosen for CR.

Through similar experiments on the four remaining featuir@sut-
counts and in/out-degrees, an increase in their weights lper-
formance in general. Another set of feature selection éxyts
reveals that using only the three features CR, CIA and CGlyiel
poor accuracies. Therefore, we choose the weights of thensev
features to be 1 for the in/out-counts, in/out-degrees &R0 for
CIA, and 15 for CC.

Figure 8 shows the results for different numbers of traiata



ROC Curve for weights

0.995

54
©
©

0.985

Detection Rate (1-False Acceptance Rate)

54
©
@

——1111111

—#—1111115

! - -11111110

11111115
p —5—11111120

|t 11111125

0.015 0.02 0.025 0.03 0.035 0.04 0.045

False Rejection Rate (FRR)

0.975

Figure 6: ROC curves: Varying Clustering Coefficients (CC)

Std
0.15909
0.14438
0.17520
0.21220
0.18122
0.18848
0.15273
0.21346
0.24533
0.25064

Weights
01010101011015
0101010101 1525
01010101012515
010101010101 15
01010101010125
0101 0101010525
0101 0101011024
01010101010515
0101010101 1515
01010101012525

Area %)
0.39184
0.41627
0.42567
0.43668
0.43872
0.44140
0.44265
0.44560
0.45097
0.45976

Var
0.00025
0.00021
0.00031
0.00045
0.00033
0.00036
0.00023
0.00046
0.00060
0.00063

= Z

Table 2: Varying the feature weights of CIA: The mean area
above ROC curve, standard deviation and variance. The seven
values in the first column represent the weights for in-count
out-count, in-degree, out-degree, communication reciprcity,
communication interaction average, and clustering coeffient.

given. As observed from the figure, the accuracy increaséseqo
ably as we increase the number of labeled senders for eas$ cla
from 10 (0.2%) to 30 (0.6%) and 90 (1.8%). The detection rate a
tained 99% with only 0.5% of false positives as 3% of the sexde
are labeled.

7. DISCUSSIONS AND CONCLUSION

The proposed scheme facilitated assignment of a legitirsease
to each sender given a small portion of labeled senders. Neigb
of emails is needed. As shown in the previous section, eaging
results are obtained from a stand-alone setting with onlyo8%e
senders labeled for the training phase.

The results may seem sound especially when it is yet to be com-
bined to existing content-based schemes. However, we bdve t
cautious about the actual performance of the proposed scbem
sidering that we are scoring senders instead of individonlils.

One of the concerns is that the experimental settings ang usi
originator email addresses as senders. Although in resfigyn-
mers do spoof and change their originator email addresses fr
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Figure 7: Area above ROC: Varying Communication Reci-
procity (CR)

quently and this is reflected in our dataset, there are spasriimat
deliberately spoof specific addresses that may be commesely s
and likely to be whitelisted. For instance, originator ades of
email natifications from popular websites such as ebay ara am
zon. As discussed by Taylor in [32], for a sender-based aupr,0
one may use the domain part of the originator email address to
gether with the IP address of the sending host to identifyndese
This combination facilitates, to some extend, sender atitee
tion. The recipient can authenticate the sender with SeiRdicy
Framework (SPF) and DomainKey.

Another concern is the relative number of emails associattd
a spammer address compared to that with a legitimate sedder a
dress. As we assume that a spammer changes its sender ddgress
quently, the relative number of emails should be small coegto
an active legitimate sender. Should a false positive ocmuien ac-
tive legitimate sender, many emails will be affected. Adwather
anti-spam schemes, one would like to push the false posaie
to near zero. To achieve this, one may need to consider \&eiou
semble approaches of existing schemes with the proposedhsch
such as those discussed in section 5.

In this paper, we have explored the new direction of taking a
learning approach on structural features extracted franethail
social networks. Currently, only seven features are censil One
possible extension is to explore additional features, siscthose
that capture the anomaly in changes of sender behaviorgiover
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