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Generalized Convolutional Sparse Coding
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Abstract— Convolutional sparse coding (CSC) can learn rep-
resentative shift-invariant patterns from data. However, existing
CSC methods assume the Gaussian noise, which can be restrictive
in some challenging applications. In this paper, we propose
a generalized CSC model capable of handling complicated
unknown noise. The noise is modeled by the Gaussian mixture
model, which can approximate any continuous probability density
function. The Expectation-Maximization algorithm is used to
solve the resultant learning problem. For efficient optimization,
the crux is to speed up the convolution in the frequency domain
while keeping the other computations involving the weight matrix
in the spatial domain. We design an efficient solver for the
weighted CSC problem in the M-step. The dictionary and codes
are updated simultaneously by an efficient nonconvex accel-
erated proximal gradient algorithm. The resultant procedure,
called generalized convolutional sparse coding (GCSC), obtains
the same space complexity and a smaller running time than
existing CSC methods (which are limited to the Gaussian noise).
Extensive experiments on synthetic and real-world noisy data sets
validate that GCSC can model the noise effectively and obtain
high-quality filters and representations.

Index Terms— Convolutional sparse coding, noise modeling,
Gaussian mixture model.

I. INTRODUCTION

PARSE coding learns an over-complete dictionary from a
S set of samples, and then represents each sample as a sparse
combination (code) of the dictionary atoms. Though being
popularly used in signal processing [1], [2] and computer
vision [3], [4], sparse coding cannot capture shifted local
patterns in the data. Hence, pre-processing (such as manual
extracting patches from samples) and post-processing (such
as aggregating patch representations back to a sample repre-
sentation) are needed, otherwise redundant representations will
be learned.

To alleviate this problem, convolutional sparse cod-
ing (CSC) [5] is a recent method which directly learns
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a shift-invariant dictionary. It replaces the multiplication
between codes and dictionary by convolution, which can
capture local patterns from different locations of the data. Each
sample is represented as the sum of filters convolved with
the corresponding codes. CSC has been successfully used in
applications such as non-rigid structure motion recovery [6],
image denoising and inpainting [7], music transcription [8],
video deblurring [7], involving data types such as trajecto-
ries [6], images [9], audios [8], videos [7], hyperspectral and
light field images [7], and biomedical data [10]-[12].

Learning in CSC is often performed by alternating the
updates of the codes and dictionary using block coordinate
descent (BCD) [13]. The various solvers mainly differ in
how the code/dictionary update subproblems are solved. The
pioneering deconvolutional network [5] uses gradient descent
for both subproblems. ConvCoD [14] uses stochastic gradient
descent for dictionary update and learns an encoder to output
the codes. Recently, the alternating direction method of multi-
pliers (ADMM) [15] has been commonly used [9], [16]-[19].
ADMM decomposes the code/dictionary update subproblems
into even smaller ADMM subproblems that can be solved
with closed-form solutions. It also allows performing faster
convolutions in the frequency domain, while enforcing shift
invariance and regularization in the spatial domain.

Most CSC methods use the square loss (also known as the
{>-1oss), and thus implicitly assume that the noise is Gaussian.
This can be inappropriate in some real-world applications. For
example, biomedical data often contain artifacts due to large
variations in luminance/contrast and disturbance due to small
living animals [20]. Though CSC has been popularly used
on these data sets [11], [12], it cannot properly handle these
noise patterns. Empirically, as the target biomedical structures
are often tiny and delicate, the presence of noise can heavily
affect the quality of the learned filters and representations [12].

Instead of using the Gaussian noise, Jas et al. [12]
recently proposed the alpha-stable CSC (aCSC) algorithm,
which models the noise by the alpha-stable distribution [21].
This distribution includes the normal distribution and many
heavy-tailed distributions, and is more robust to noise and
outliers. However, the alpha-stable distribution does not have
an analytical form for its probability density function, and
its inference needs to be approximated by the computation-
ally expensive Markov chain Monte Carlo (MCMC) [22]
procedure. Moreover, the algorithm in [12] can only use
the symmetric alpha-stable distribution, which cannot model
distributions such as the Laplace distribution, Levy distri-
bution (which is an asymmetric alpha-stable distribution),
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Fig. 1. Probability density functions of some popular used distributions for
noise modeling.

bimodal and multimodal distributions. A visual comparison of
these distributions is shown in Figure 1.

In this paper, we propose the generalized CSC (GCSC)
model, which allows CSC to handle an unknown noise dis-
tribution. Specifically, the noise is modeled by the Gaussian
mixture model (GMM) [23], which can approximate any
continuous probability density function. The proposed model
is then optimized by the Expectation-Maximization (EM) algo-
rithm [24]. However, as will be seen in the sequel, the maxi-
mization step involves a weighted variant of the CSC problem,
which cannot be efficiently solved by existing algorithms such
as BCD and ADMM. Besides, the resultant weight matrix
cannot utilize efficient convolution in the frequency domain.

To address these problems, we develop a new solver that
updates the dictionary and codes together by a nonconvex
accelerated proximal algorithm [25]. Moreover, we reformu-
late the problem so that convolutions can still be performed
efficiently in the frequency domain, while computations
involving the weight matrix are performed in the spatial
domain. The resultant algorithm has comparable time and
space complexities as the state-of-the-art CSC methods (which
use the square loss). Extensive experiments on synthetic and
real-world noisy data sets show that the proposed algorithm
can model complex underlying noise, and obtains high-quality
filters and representations.

In summary, the contributions of this paper are as follows:

1) A generalized CSC model, which allows modeling of an
unknown and possibly complicated noise;

2) An efficient solver for the resultant optimization prob-
lem, with time and space complexities comparable with
the state-of-the-art CSC methods using square loss;

3) Experiments on a number of synthetic and real-world
noisy data sets including hyperspectral image data, local
field potential data, and retinal image data show that
the proposed method obtains high-quality filters and
representations, and is empirically more efficient than
state-of-the-art CSC methods.

The rest of the paper is organized as follows. Section II
provide brief reviews on CSC and the proximal algorithm.
Section III describes the proposed method, Section IV presents
the experimental results, and the last section gives some
concluding remarks and future directions.
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€ R™, its ith element is
V2" (a(i))?, and its
C1-norm is |lalli = X%, la(i)|. Diag(a) reshapes a to a
diagonal matrix with the elements of a on the diagonal. Given
another vector b € R", the convolution a *b produces a vector
c e R with (k) = YT a()bk = j + 1),
For matrix A, AT denotes its transpose, A* denotes its com-
plex conjugate, and A' is its conjugate transpose (i.e., AT =
(AT)"). ® denotes the pointwise product. The identity matrix
is denoted by /. F(x) is the fast Fourier transform (FFT)
that maps x from the spatial domain to the frequency domain,
while F~!(x) is the inverse operator which maps F(x) back
to x.

Notations: For vector a

denoted a(i), its {2-norm is ||a|lz =

II. RELATED WORK
A. Convolutional Sparse Coding

Given N samples x;’s, where each x; € R”, CSC learns a
dictionary of K filters dy’s, each of length M, such that x; is
represented as

K
Bi= ) di ik e))
k=1

Here, * is the (spatial) convolution operation, and z;;’s are
the codes for x;, each of length P. The filters and codes are
obtained by solving the following optimization problem
min z 1
{di}eD.fzin) 2

K
Xi —Z di*Zik
i=1 k=1

where D = {D : ||di|lo < 1,k = 1,..., K} ensures that the
filters are normalized, and the ¢;-regularizer encourages the
codes to be sparse.

To solve (2), block coordinate descent (BCD) [13] is typi-
cally used [5], [9], [14], [16]-[18]. The dictionary and codes
are updated in an alternating manner as follows.

1) Dictionary Update: Given z;’s, di’s are obtained as

1 N
min —
{dy}eD 2;

Convolution can be performed much faster in the frequency
domain via the convolution theorem' [26]. Combining this
with the use of Parseval’s theorem? [26] and linearity of FFT,
problem (3) is reformulated in [9], [16], [17] as:

T
75 2

i=1

N

2k
+> Bllziclh | . @
2 k=1

K
X —

2
. 3)
2

di * Zik
1

K

Fxi) = D F(CTd) © Flzin)
k=1

st. |[CF YW FCTa))3 < 1, Vk,

where C € RM*F with C(i,i) = 1 and C(i, j) = 0 for
i # j, crops the extra dimension to recover the original spatial
support, and C" pads dj to be P-dimensional. The constraint
normalizes all filters to unit norm.

“)

min
{di}

2

l.7-'((/lk * Zik) = ]:(CTdk) © F(zjk), where cT zero-pads dj to be of the
same size as Zjk-
2For a € R”, J|a|3 = 51 F ()3
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Algorithm 1 Nonconvex Inexact Accelerated Proximal Gra-
dient (niAPG) Algorithm [25]

1: Initialize: 2° = 2' = 0, 7;

2. forr=1,...,1 do

3 0T =a" + I —am )

4: AT = maXt:maX(177-_5)7___7T F(.’ﬂt),
5. if F(v™) > AT then

6: vl =27,

7.  end if

8 a™tl =prox, (v =V f(v7));

9: end for

10: return a!/t1.

2) Code Update: Given dy’s, the corresponding z;;’s are
obtained as

X — de * Zik +ﬂz Izikll1.

Similar to dictionary update, it is more efficient to perform
convolutions in the frequency domain, as:

Il'lll’l -
{sz}

2

+ﬁz [EAIE

2 k=1

The alternating direction method of multipliers (ADMM)
[15] has been commonly used for solving the code update and
dictionary update subproblems [9], [16]-[18]. Each ADMM
subproblem has a simple closed-form solution. Besides, by
introducing auxiliary variables, ADMM separates the compu-
tations in the frequency domain (involving convolutions) and
the spatial domain (involving the £ regularizer and unit norm
constraint).

IIllIl .

nin 5= |7 (i) = Zf(chk>of(z,k>

B. Proximal Algorithm

The proximal algorithm [27] is used to solve composite
optimization problems of the form

J&) +r),

where f is smooth, r is nonsmooth, and both are convex.
To make the proximal algorithm efficient, its proximal step

min F(x) =
X

o1
prox,, (1) = arg min EHX — 13+ nr(x),

where 7 is the stepsize, has to be inexpensive.

Recently, the proximal algorithm has been extended to
nonconvex problems where both f and r can be nonconvex.
A state-of-the-art proximal algorithm is the nonconvex inexact
accelerated proximal gradient (niAPG) algorithm [25] shown
in Algorithm 1. It can efficiently converge to a critical point
of the objective.

III. PROPOSED METHOD

The square loss in (2) implicitly assumes normally distrib-
uted noise. We relax this in Section III-A, and instead assume
that the noise is generated from the flexible Gaussian mixture
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Fig. 2. Schematic diagram of the proposed GCSC algorithm.

model (GMM) [23]. As is common in GMMs, we use the
Expectation-Maximization (EM) algorithm for inference [24]
(Section III-B). However, the resultant M-step involves a
difficult weighted CSC problem which cannot be solved by
existing algorithms. To address this problem, in Section III-C,
we design an efficient solver based on the niAPG algo-
rithm [25] introduced in Section II-B. This allows the con-
volutions to be computed more efficiently in the frequency
domain, while leaving computations involving the weight
matrix to be performed in the spatial domain. The complete
algorithm is summarized in Section III-D. Complexity analysis
is performed in Section III-E, and Section III-F discusses
its relationship with existing CSC algorithms. A schematic
diagram of the proposed method is shown in Figure 2.

A. Noise Modeling by GMM

We assume that the noise ¢; associated with sample x;
follows the GMM distribution:

G
ple) = > pleilgi=g)p(#i=2). )

g=1

Here, G is the number of Gaussian components, ¢; is the latent
variable denoting which Gaussian component ¢; belongs to,
and 7,’s are the mixing coefficients with Zgzl g = 1. Obvi-
ously, (5) includes the commonly used normal distribution.
The variable ¢; follows the multinomial distribution
Multinomial({z,}), and the conditional distribution of ¢;
given ¢; = g follows the normal distribution N (ug, )
with mean u, and diagonal covariance matrix X, =
Dlag(a ), . 2(P)) The ¢;-regularizer in (2) corre-
sponds to the use of the Laplace prlor (Laplace(0, ﬂ)) on each

pth element of zjx: p(zir(p)) = CXP( Blzik(p)I).

B. Optimization by Expectation-Maximization (EM)
Algorithm

Let O be the collection of the GMM parameters (7,’s, fg’s,
2g’s, di’s and z;i’s). From (5), the log posterior probability
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for O is:
N G G

logP =" |log > plxilgi=g) +log D p(gi=2)
i=1 g=1

g=1

K P
+3 > log plzi(p) | . (©)

k=1 p=1

In the EM algorithm, the E-step computes p(¢; = glxi),
which is the posterior probability that ¢; belongs to the gth
Gaussian given x;. Using Bayes rule, we have
mgp(xilpi =g)
=glxi) = =5 ,

D o1 TeP(Xili=g)
where x;|(¢; = g) ~ N (X + pg, Lg) with X; defined in (1).

The M-step obtains ® by maximizing the following upper

bound of log P:

argmaxz Zygzlog Pl “gbl +zzlogp(zzk(l?))

(i

(N

i=1 \g=I1 k=1 p=1
N [ G
=argmgxz Z vei log p(xilgi =g)+p z zik 1
i=1 \g=I k=1
N K G v
gi
=argmaxd | | £ ikl + 2 v log mg = log( Z¢)
i=1 k=1 g=1
Ve K T K
_%(xi_zdk*Zik_ﬂg) Zgl(-xi_zdk*zik_,ug) ;
k=1 k=1
(3)
where yo; = p(¢i = glxi).
1) Updating mg’s, ug’s, Zg’s in ©: Given di’s, zik’s

and yg;’s, we obtain m,’s, ug’s and X,’s by optimizing (8)
as:

max gi log(|Zg])

(mg.pg. Lo} 4

ZZ (ygl logmg —
=1 g=1

7 _ -
e ;- %

- ﬂg)) .
Setting the derivative of the objective to zero, the following
closed-form solutions can be easily obtained:

ZNH’ i Xi
zygz, /‘g—ligll,

=1 7Vgi
N
Zi:1 Vei(Xi — X — Hg)(xi —Xi —
N
izt Vei

2) Updating di’s and zj;’s in ©: Given mg’s, ug’s, Xg’s
and y,;’s, we obtain dy’s and z;;’s from (8) as:

{dk}renérl{Zlk}ZﬁZIIZ,kll1—z '8 (xz de*sz ﬂg)

=1 g=1

! (xz' —zdk*Zik—ﬂg)) .
k=1

(X, - )Ei - ,ug)T

.
T, = b )

T
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This can be rewritten as

F({di}, {zie) = f i}, {zi D) +r{di}, {zic}), (10)

min
{dk}eD, {zik}

where

fldi), {zim_—zz lwgi © (x; de*zlk ullF, (1)

i=1g=l1

and r({di), {zi) = B peyllzilli + Ip({di)). Here,
wgt(P) i

o2(P) and Ip(-) is the indicator function on D

(.e., ID({dk}) = 0 if {dix} € D, and oo otherwise).

Compared with the standard CSC problem in (2), prob-
lem (10) can be viewed as a weighted CSC problem (with
weights wyg;’s). The CSC variant in [9] assigns weights on
z,le dy % zji, while in (11) the weights are on x; — Zle dj*
Zik — Mg. Another CSC variant in [12] also leads to a weighted
CSC problem. However, the authors there mentioned that
it is not clear how to solve a weighted CSC problem in
the frequency domain. Instead, they resorted to solving it
in the spatial domain, which is less efficient as discussed
in Section II-A.

C. Solving Subproblem (10) in M-Step

The weights wg;’s in (11) prevent us from transform-
ing the objective in (10) to the frequency domain. Recall
that (3) is transformed to (4) by first transforming terms
in the ¢>-norm to the frequency domain by Parseval’s the-
orem, separately computing F(x;) and F (Z‘f:1 di * Zik)
by linearity of FFT, and then replacing the convolution in
F (Z:f:1 dr*zik) by pointwise product using the convolution
theorem. However, with the w,;’s, F(wg; © (Z,le dr*zir))
can no longer use the convolution theorem to speed up.
Thus, the key in designing an efficient solver is to transform
only terms involving convolutions to the frequency domain,
while leaving the weights wy;’s in the spatial domain. Hence,
we will replace the x; — Z,le di*zik — pg term in (11) by
FUF i = pg) = 3y F(CTdi) © Fai)).

To solve the weighted CSC problem (10), we design an effi-
cient solver based on the niAPG algorithm [25] in Section II-B.
The core steps in niAPG are computing (i) the gradient V f(-)
w.rt. di’s and zjx’s, and (ii) the proximal step prox,, (-). We
first show that the gradient V f(-) w.r.t. di’s and z;;’s can be
obtained by the following Proposition. Proof is in Appendix A.

Proposition 1: For f in (11),

N
ofdi, z)) _ - (Z(}—(Zik))*@}—(”f))’ (12)

Od i=1
%}f“” = —F U (F) © Fur), (13)
where u; = G L Wgi © wgi © F N F&i — pg) —

SE L FCTd) © F).
As for the second issue (computing the proximal step
proxm(')), the following Lemma shows that it can be sim-
plified as r({d}, {zix}) is separable.
Lemma 2 [27]: For separable r(x,y) (ie.,

r1(x) +r2(y)), prox, (v, w)

rix,y) =
= prox,, (v) + prox,, (w).
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Algorithm 2 WeightedCSC({d}}, {3 })

1: Initialize: di = d2, Vk, 2}, = 20 Vi, k, n;
2: forr=1,...,1 do

3 uf =dp + I3 (dp —dp ), ks

4 v =2+ Ty (e — 2 ), Vi ks

5: A‘l' = MaXt—max(1,7—5),...,T F({”Z}v{vfk}),
6.

7

8

9

if F({u},{v],}) > A, then
uj, = dj, Vk;
vl = 25, Vi, k;
: end if
10:  compute d;“
(12) and (14);
11:  compute 2,
(13) and (15);
12: end for
13: return {d. "'} and {2}

T 9 nZi
- f({da%k{ k}))

= prox,r, (ug using

T Of ({di} 4zi 3
= ProXg, .|, (v, —n f({a’ij "})) using

Using Lemma 2, the component proximal steps can be
easily computed in closed form as [27]:

prox, ,, (dx) = di/ max(||dkll2, 1), (14)
proxg, ., (zik(p)) = sign(zik(p)) © max(|zik(p)| — Bn, 0).
(15)

The resultant procedure for solving the weighted CSC sub-
problem (10), which is based on Algorithm 1, is shown in
Algorithm 2.

D. Complete Algorithm

The complete EM algorithm, which will be called general-
ized CSC (GCSC), is shown in Algorithm 3. After initializa-
tion (step 1), we alternate the E-step (step 3), which estimates
the posterior probability using the current model parameters,
and the M-step (step 4), which updates the GMM parameters,
dictionary and codes until convergence. The learned dictionary
and codes can then be used to reconstruct the samples (step 6)
or be directly used for subsequent tasks.

E. Complexity Analysis

In each EM iteration, the E-step in (7) takes O (G N P) time.
The M-step is dominated by gradient computations in (15)
and (16). These take O(NK P log P) time for the underlying
FFT and inverse FFT operations, and O(GN P) time for the
pointwise product. Thus, each EM iteration takes a total of
O(I(GNP + NKPlogP)) time, where I is the number
of inner iterations for solving the weighted CSC problem.
Empirically, I is around 50. As for space, this is dominated
by the K P-dimensional codes for each of the N samples,
leading to a space complexity of O(NK P).

F. Discussion With Existing CSC Algorithms

Table I compares GCSC with the existing batch CSC
algorithms. GCSC is the most flexible in modeling the noise.

Algorithm 3 Generalized CSC With GMM Loss (GCSC)

Input: A set of N noisy samples {z;}, number of filters K,
number of Gaussian components G;

1: Initialize: dictionary d2,k = 1,..., K by random Gaus-
sian; codes z?k =0,2=1,...,N,k=1,..., K; random
GMM parameters {7y, pig, 25}, =1,...,G;

2:fort=1,...,7T do

3: /| E-step

compute posterior probability p(¢!=g|z;) by (7);
4: /| M-step
update GMM parameters {7, y1j,, ¥} } by (9);
update dictionary and codes using Algorithm 2 as
{d1} {24} =WeightedCSC({dy '} 260 1)

5: end for

6: reconstruct denoised sample Z; = Zszl dF xz} for x;;

7: return {d1},{z1} and {Z;}.

On the other hand, aCSC uses the symmetric alpha-stable
distribution, and all others use the simple normal distribution.

As for optimization, all algorithms except GCSC use BCD,
which alternates the updates of codes and dictionary. More-
over, most of them then update the codes and dictionary
separately by ADMM. In contrast, GCSC uses niAPG to
directly update the codes and dictionary together.

All methods in Table I take O(NK P) space. As for time,
the state-of-the-art batch CSC method is SBCSC [19] which
takes O(T™]-(NK3P+NK PM + K>M)), where T is the
number of alternating iterations between codes and dictionary
update subproblems in BCD. In contrast, the proposed GCSC
takes O(TEMI.(GNP+NK P log P)) time, where T™M is the
number of EM iterations. Usually G < K> and log(P) < M.
Moreover, empirically, TEM < 10 is enough for GCSC to
obtain good results, while T needs to be at least 100. Thus,
GCSC can be empirically faster than SBCSC. This will be
further validated in Section IV-B.

IV. EXPERIMENTS

In this section, we perform experiments on both synthetic
and real-world data sets. Section IV-A introduces the experi-
mental setup. Section IV-B compares the proposed GCSC on
synthetic data with various kinds of noise. This is then fol-
lowed by experiments on real-world data sets, including hyper-
spectral image data (Section IV-C), local field potential data
(Section IV-D) and retinal image data (Section IV-E). Results
show that GCSC can model complicated noise, provide cleaner
reconstructions, and learn useful filters and representations.

A. Experimental Setup

Baselines: For the proposed GCSC, the number of mixture
components G is selected automatically by the pruning strat-
egy in [30]. We start with a relatively large G (G = 10).
At each EM iteration, the relative differences in diagonal

.....

between any two Gaussian components are computed:
P

> la2(p) — o7 (p)|

. Va,bef{l,...,G).
a2(p) + ol (p)

p=1
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TABLE I

COMPARISON BETWEEN THE PROPOSED GCSC AND EXISTING BATCH CSC ALGORITHMS. HERE, N IS THE NUMBER OF TRAINING SAMPLES,
K Is THE NUMBER OF FILTERS, P IS THE SAMPLE DIMENSIONALITY, M IS THE FILTER LENGTH IN THE SPATIAL DOMAIN, G IS
THE NUMBER OF GAUSSIAN COMPONENTS USED IN OUR GMM MODEL. TEM Is THE NUMBER OF EM ITERATIONS, Tt Is THE
NUMBER OF ALTERNATING ITERATIONS BETWEEN CODES AND DICTIONARY UPDATE SUBPROBLEMS IN BCD, AND
1 1S THE NUMBER OF INNER ITERATIONS FOR EACH SUBPROBLEM. o CSC NEEDS MARKOV CHAIN MONTE
CARLO (MCMC) IN ITS E-STEP, WHOSE TIME COMPLEXITY IS WRITTEN AS O(MCMC) DUE TO A
LACK OF ALGORITHMIC DETAILS IN [12]

convolution noise optimization space time
DeconvNet [5] spatial Gaussian BCD, uPS;t;;i dci:gfzs:ciriictionaw O(NKP) O(T¥] . (NK2P2M))
ConvCod [14] spatial Gaussian a’f}g‘gi’c‘éﬂfﬁ;‘gbj’gfﬁzzﬁ geeoder 1 O(NKP) O(T™I . (NK?P2M))
FCSC [16] frequency | Gaussian | DCC: “pd"“igfl codes and dictionary | 5 Ngcpy | O(TH - (NK3P + NKPlog P))
FFCSC [9] frequency | Gaussian | DO “pdatig§ codes and dictionaty | (NKP) | O(II . (NK2P + NKPlog P))
CBPDN [17] frequency | Gaussian | DCD “pdaﬁgf; codes and dictionary | ,(NKP) | O(TI . (N2KP + NKPlog P))
CONSENSUS [18] | frequency | Gaussian | DD “Pdatig§ codes and dictionaty | " (NKP) | O(II - (NKP? + NKPlog P))
SBCSC [19] spatial Gaussian Ry ‘;ﬁj‘}ﬁﬁ‘i;‘fﬁ"{‘gﬁsﬁigl O(NKP) | O(T™"I.(NK3P+NKPM+K2M))
aCSC [12] spatial alpha-stable BCD, uPd;;:nE_];%ng z;gg]dictionary O(NKP) O(gil\j\,;;l)t)l.;_(g([l\{;(jlj\/[]\g; +
GCSC frequency (;’j‘l‘j:t:f‘e“ niAPG O(NKP) O(TEMI . (GNP + NKPlog P))

For the Gaussian pair with the smallest relative difference,
if this value is small (less than 0.1), they are merged as

Ty < Ty + 7mp,
Talta + Tp b
Ty + )
¥, < Diag(a2(1),...,02(P)),

Ha <

a0z (P)+70; (P)
7a(p)+7p(p)
We compare GCSC with the following state-of-the-art CSC

methods that are designed for various noise distributions:

where aaz (p)=

1) aCSC, which uses the symmetric alpha-stable distrib-
ution S(a, d, o, u) with stability o, skewness J, scale
o, and position x. In the implementation’ of [12],
6=0,0=1/¥2and u = 3L, > _ %i(p) where
X; is as defined in (1).

2) CSC-¢5, which uses the normal distribution. As shown
in Table I, existing CSC methods (except aCSC and
GCSC) all assume Gaussian noise. Though they use
different optimization solvers and thus have different
speeds, they have the same denoising performance as the
underlying noise models are the same (this is also empir-
ically validated in Appendix B). Thus, we only com-
pare with the state-of-the-art SBCSC [19].* As shown
in [7], [19], SBCSC outperforms the other batch CSC
algorithm (with the £>-loss) in terms of both speed and
recovery error.

3) CSC-¢;, which uses the Laplace distribution and cor-
responds to the ¢1-loss. We take this as an additional
baseline, even though we are not aware of any existing

3https://alphacsc. github.io/
4http://vardamp.cswp.cs.technion.ac.il/wp—content/uploads/ sites/62/2015/12/
SliceBasedCSC.rar

CSC method using the Laplace noise. The Laplace dis-
tribution is more robust to outliers [31]. It is formulated
as:

N

min
{di}€D,{zix } Z

1 K
2.\ xl-—zdk*zl-k
i=1 k=1

K
—> Bk
k=1

1
(16)

The detailed derivations are in Appendix C.

Experiments are performed on a PC with Intel i7 4GHz CPU
with 32GB memory.

Hyperparameter Tuning: We create a validation set by
randomly sampling 20% of the samples. This is then used
to tune the hyperparameters a (used in aCSC) and £ (which
controls sparsity of the CSC codes).

Stopping Criteria: aCSC and GCSC are solved by EM.
We stop the EM iterations when the relative change of log
posterior in consecutive iterations is smaller than 10™%. In the
M-step, we stop the updating of weighted CSC (Algorithm 2
for GCSC, and the algorithm for M-step in Appendix B
of [12]) if the relative change of the respective objective value
is smaller than 10™*. The optimization problems in CSC-£;
and CSC-{, are solved by BCD. Alternating minimization is
stopped when the relative change of objective value ((2) for
CSC-{» and (16) for CSC-£1) in consecutive iterations is
smaller than 107*. As for the optimization subproblems of
di’s (given zj;’s) and zj;’s (given di’s), we stop when the
relative change of objective value is smaller than 10™%.

B. Synthetic Data

In this experiment, we first demonstrate the performance
on synthetic data. Following [12], we use K = 3 filters
dy’s (triangle, square, and sine), each of length M = 65
(Figure 3(a)). Each dy is normalized to have zero mean and
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TABLE III
PERFORMANCE ON THE SYNTHETIC DATA. THE BEST AND COMPARABLE

RESULTS (ACCORDING TO THE PAIRWISE t-TEST WITH

95% CONFIDENCE) ARE HIGHLIGHTED IN BOLD

I o1 V “ | MAE | RMSE time (sec)
no noise
o m @ e % o« W o w0 a0 o w0 a0 wo a0 s CSC-Z5 | 0.000359+0.000027 | 0.000847:0.000109 | 417.9+41.8
(a) The 3 dy’s. (b) The 3 z;’s. (c) aglean, CSC-¢; | 0.000364-0.000171 | 0.000871+0.000183 | 651.7+98.9
aCSC | 0.000362£0.000109 | 0.000868£0.000122 | 2217.4+346.0
Fig. 3. Example of synthesizing a sample. GCSC | 0.000330+0.000125 | 0.000849+0.000141 | 414.3£34.5
Gaussian noise
TABLE II CSC-Z3 | 0.00368:0.00036 0.00775=£0.00072 240.7£46.9
TYPES OF NOISE ADDED TO SYNTHETIC DATA CSC-(; 0.0104£0.0012 0.0249£0.0008 715.4£93.9
aCSC 0.003530.00017 0.00766+0.00052 | 1986.1+262.5
noise distribution SNR (dB) GCSC 0.003430.00021 0.00762£0.00026 238.5+19.8
Gaussian N(0,0.01%) 13.04 Laplace noise
Laplace £(0,0.01) 13.03 CSC-¢3 | 0.00835+0.00042 0.0114%0.0010 391.4E 573
alpha-stable 5(1,0,0.01%,0) 10.43 CSC-¢; | 0.00347+0.00026 0.00735£0.00038 | 358.7t175.4
20% from 1/(—0.01, 0.01), aCSC 0.00692=0.00042 0.00973£0.00013 | 2309.9£72453
zero-mean mixture 20% from N(0,0.012), 10.98 GCSC 0.00335+0.00017 0.00732+0.00020 350.8+68.3
60% from N(0,0.0152) alpha-stable noise
20% from 1/(—0.01, 0.01), CSC-l5 0.0702£0.0060 0.0840£0.0091 498.4£69.2
nonzero-mean mixture 20% from N(0.01,0.012), 14.16 CSC-¢1 0.0160£0.0025 0.0337+0.0047 476.2+37.9
60% from N (—0.005,0.0052) aCSC 0.004160.00039 0.00821£0.00024 | 2198.3+470.6
GCSC 0.00402-£0.00030 0.00815£0.00041 412.4£71.2
zero-mean mixture noise
CSC-1 0.0321£0.0007 0.0545£0.0010 337.1£70.3
M M M CSC-7; 0.0604£0.0055 0.0849+0.0059 588.6£88.9
aCSC 0.0114£0.0002 0.015820.0003 1120.7£ 463.7
(a) no noise. (b) Gaussian, (c) Laplace. GCSC 0.00531=£0.00021 0.00971-0.00082 336.0£77.9
02 02 o. nonzero-mean mixture noise
CSC-l5 0.0732£0.0015 0.0151£0.0011 558.3£81.3
’ ’ ° CSC-1; 0.0670£0.0037 0.0130=£0.0013 788.6£38.9
o aCSC 0.0667£0.0002 0.0127%£0.0014 2882.31£907.3
(d) alpha-stable. (e) zero-mean mixture. (f) nonzero-mean mix- GCSC 0.00556-:0.00024 0.00818-+0.00037 471.4+87.9

ture.

Fig. 4. Example noisy x;’s constructed by adding noises listed in Table II

on xflea“’s.

unit variance. Each z;; has only one nonzero entry, whose
magnitude is uniformly drawn from [0, 1] (Figure 3(b)). N =
100 clean samples, each of length P = 512, are generated as:
xflean — S8 | dxzi (Figure 3(c)).

Following [30], different types of noise (Table II) are added
to xflea“ to generate noisy observations x;’s. To compare with
o CSC, we additionally consider the symmetric alpha-stable
noise from the Cauchy distribution, which is a symmetric
alpha-stable distribution. Results are averaged over five runs
with different random seeds.

Following [30], performance is evaluated on the denoised
reconstructions %; = Z,{(zl dy * zik, using di’s and zj;’s
learned from the noisy observation x;’s. The performance
evaluation criteria are (i) mean absolute error (MAE):
# Zf\’: h ||xiCl°a“—)Z,- l1); (ii) root mean squared error (RMSE):

\/# ZlN:l ||)cl.Clean — X ||%); and (iii) total training time.

Results are shown in Table III. As can be seen, when there
is no noise, all methods obtain comparable MAE and RMSE.
When there is noise, as expected, the model whose under-
lying noise assumption matches the actual noise distribution
performs the best. Hence, CSC-{» performs well on Gaussian
noise, CSC-{; performs well on Laplacian noise, and aCSC
performs well on alpha-stable noise. However, these CSC
methods do not perform well on mixture noise. On the other
hand, GCSC is the best or comparable with the best method
on all types of noise.

As for speed, GCSC is always the fastest. aCSC is the
slowest, as it performs convolution in the spatial domain,
requires expensive Markov chain Monte Carlo (MCMC) in
its E-step, and also needs an extra alternating loop for the
dictionary and code update subproblems. CSC-{, and CSC-{;
can be as fast as GCSC, but only when the actual noise
distribution matches their underlying noise models.

Figure 5 compares the ground truth noise with those fitted
by the models. Results for other noise models are in Appen-
dix D-A. As can be seen, GCSC fits the noise well in all
cases, while the other methods cannot fit the noise well due
to a mismatch between their underlying noise distributions and
the actual noise. Figure 6 shows the learned filters. It can be
seen that GCSC recovers the underlying filters more reliably.
Figure 7 shows the reconstructions on synthetic data with
nonzero-mean noise. GCSC is the only one that denoises well
and recovers the underlying clean data.

C. Hyperspectral Image Data

In this section, we perform experiments on the hyperspectral
image data set® Urban. It contains a 210-band hyperspectral
image of size 307 x 307. Pixel values are scaled to [0,1].
48 of the bands are known to be noisy, with obvious noisy
patterns such as stripes. To denoise a certain noisy band
(e.g., band 103), we randomly sample 4 clean bands, and then
denoise these five bands together. The clean bands can help
extract local spatial patterns that are useful for denoising the

5 http://acwc.sdp.sirsi.net/client/en_US/search/asset/1045185
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Fig. 5. Noise histograms fitted by different CSC algorithms on synthetic data,
corrupted with zero-mean mixture noise (top), and nonzero-mean mixture noise
(bottom).

(a) CSC-Ls.

(b) CSC-4;.

(c) aCSC. (d) GCSC.

Fig. 6.  Filters obtained by different CSC algorithms on synthetic data
corrupted with zero-mean mixture noise (top) and nonzero-mean mixture noise
(bottom).

“o 200 400 “o 200 400 “o 200 400 “o 200 400

(a) CSC-Ls. (b) CSC-¢;. (c) aCSC. (d) GCSC.

Fig. 7. Reconstruction results on synthetic data with nonzero-mean mixture
noise.
TABLE IV
PERFORMANCE ON THE NOISY BANDS OF Urban
CSC-£> CSC-£1 aCSC

22.8740.13 | 24.71+0.12 | 24.3240.17
723.3£69.7 | 801.1+£91.2 | 2627.8£258.7

GCSC
26.01+£0.11
705.4£57.6

PSNR (dB)
time (sec)

noisy band. The proposed GCSC is compared with CSC-¢»,
CSC-¢1 and aCSC (all with K =50 and M = 11 x 11).

As the ground truth is not available, we compare the
reconstructions with those obtained by NGmeet [32], the state-
of-the-art in hyperspectral image denoising. For band b, let
x}meee‘ be NGmeet’s reconstruction, and X, = Z,le di *
zpk be the CSC reconstruction based on the obtained
di’s and zpr’s. We define the reconstructed peak signal-
to-noise ratio (PSNR) on the noisy bands as: PSNR =

i JP .
ol > peq 20log, s ) where Q contains the
2

48 noisy bands. The performance is obtained by averaging
over five repetitions on the choice of the clean bands.

Table IV shows the PSNR and clock time. As can be seen,
GCSC is the best, which is then followed by CSC-¢1, aCSC
and CSC-¢,. Some example reconstruction results are shown
in Appendix D-B.
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Fig. 8. Example segments from LFP data sets.

0 100 200 30 0 100 200 300 0 100 200 300 0 100 200 300
(a) CSC-¥2. (b) CSC-¢;. (c) aCSC. (d) GCSC.
Fig. 9. Filters obtained by different CSC algorithms on Cortical (top) and

Striatal (bottom).
TABLE V
TIMING RESULTS (SECONDS) ON THE LFP DATA
CSC-42 CSC-¢1 aCSC GCSC
Cortical | 721.7+47.2 | 737.64+68.9 | 2919.3+290.7 | 607.2+57.6
Striatal | 729.4+£62.4 | 783.2+76.1 | 3004.9+320.8 | 611.24+69.9

D. Local Field Potential Data

In this section, experiments are performed on two local
field potential (LFP) data sets obtained from [12]. LFP is an
electrophysiological signal recording the collective activities
nearby neurons, which is closely related to cognitive mech-
anisms such as attention and motor control. The first sig-
nal (Cortical) is recorded in the rat cortex [20], while
the second one (Striatal) is recorded in the rat striatum [33].
Following [12], we extract from each data set N = 100
non-overlapping segments, each of length P = 2500. Figure 8
shows the sample segments. Note that Striatal contains heavier
artifact. The other preprocessing steps and parameter setting
(K =3 and M = 350) are the same as in [12]. The experiment
is repeated five times with different initializations.

Figure 9 shows the learned filters. As there is no ground
truth, we only evaluate the results qualitatively. For Cortical,
the learned filters are similar to the local regions in segments.
As for Striatal, severe artifacts contaminate the filters learned
by CSC-¢; and CSC-¢3, but the filters learned by GCSC and
o CSC are similar in shape to the clean part of the segments.
Table V compares the time. As can be seen, GCSC is the
fastest on both Cortical and Striatal.

E. Retinal Image Data

Finally, we perform vessel segmentation via pixelwise clas-
sification of retinal image data sets. A pixel from the retinal
vessel is labeled 1, while a pixel from the background is
labeled 0. We use the two popular data sets from the authors
of [34]: DRIVE® [35] and STARE’ [36]. DRIVE contains

6http://WWWAisi.uu.nl/Research/Databases/DRIVE/
7 http://cecas.clemson.edu/~ahoover/stare/
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Fig. 10. ROC (top) and PR (bottom) curves on the retinal image data sets.

TABLE VI
PERFORMANCE ON THE RETINAL IMAGE DATA SETS
AUC best F-score
Expert - 0.8935 + 0.0000
Hessian | 0.7314 4+ 0.0000 | 0.8755 + 0.0000
DRIVE CSC-/; | 0.9044 £ 0.0067 | 0.9806 + 0.0065
CSC-/1 [ 0.9383 £+ 0.0071 | 0.9821 + 0.0063
aCSC 0.9401 £ 0.0051 | 0.9850 £ 0.0064
GCSC 0.9504+ 0.0048 | 0.9969 £ 0.0066
Expert - 0.7790 + 0.0000
Hessian | 0.6623 + 0.0000 | 0.8495 -+ 0.0000
STARE CSC-/2 | 0.9033 £+ 0.0089 | 0.9838 + 0.0080
CSC-¢1 | 0.8964 £ 0.0087 | 0.9757+ 0.0073
aCSC 0.9101 +£ 0.0056 | 0.9907 + 0.0062
GCSC 0.9203+ 0.0066 | 0.9999-+ 0.0065

20 training images and 20 test images, each of size 584 x 565.
STARE contains 20 images of size 605 x 700. As in [34].
we use the first 10 images for training, and the rest for testing.
Both data sets are provided with manual segmentation results
from two experts. Following [10], [34], we use the first expert’s
segmentation as ground truth.

The proposed GCSC is compared with CSC-£,, CSC-{; and
o CSC (all with K =50 and M = 11 x 11). The experiment is
repeated five times, with different random initializations of
the dictionary and GMM parameters. Following [34], each
pixel, represented by the K learned codes, is classified using
gradient boosting [37] with 500 weak learners. From each
image, 15,000 vessel pixels are sampled as positive, and
15,000 background pixels are sampled as negative. We also
compare with the provided second expert’s manual seg-
mentation (denoted “Expert”) and the state-of-the-art hand-
crafted multi-scale Hessian filter® (denoted “Hessian™) [38] as
baselines.

Figure 10 shows the Receiver Operating Characteristic
(ROC) and Precision-Recall (PR) curves. Table VI shows the

8https://www.mathworks.c0m/matlabcentral/ﬁleexchar1ge/63 171-jerman-
enhancement-filter
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(a) Image. (b) Ground truth.

(f) CSC-£4.

(e) CSC-Ls.
Fig. 11.

(g) aCSC.

(h) GCSC.

Vessel segmentation results on a test retinal image from STARE.

corresponding Area Under ROC Curve (AUC) and the best
F-score. As shown, GCSC outperforms all the other methods.
0. CSC performs slightly better than CSC-¢; and CSC-¢;. The
multi-scale Hessian filter is much worse. The classification
performance of Expert is low, which is also noted in [10].

Figures 11 shows the segmentation results for a test image
from STARE. Results on DRIVE are in Appendix D-C. As can
be seen, the segmentation results produced by aCSC, CSC-{>
and CSC-¢; are still noisy. The Hessian filter shows clearer
vessels, but enlarges the pupil and shrinks some tiny vessels.
In contrast, GCSC obtains cleaner segmented vessels.

V. CONCLUSION

In this paper, we proposed the generalized CSC (GCSC)
algorithm to handle various kinds of noise. The noise is
modeled with the Gaussian mixture model, and learned by
using the EM algorithm. To solve the resultant difficult opti-
mization problem in the M-step, we designed a new solver
based on a recent accelerated proximal algorithm. Extensive
experiments on both synthetic and real-world data sets val-
idate the efficacy and efficiency of the proposed method on
obtaining high-quality filters and representations from data
with complicated unknown noises.

The proposed GCSC algorithm is learned in the batch mode.
Though it is more efficient than state-of-the-art batch CSC
algorithms, it may not be efficient on large data sets. To handle
large-scale data, one future direction is to optimize GCSC
by online or stochastic learning. Recently, some online CSC
methods have been proposed along this direction [7], [39].
However, they are all designed for the ¢>-loss. In the future,
we will extend these to the GMM noise proposed in this paper.
Moreover, it will also be interesting to use multiscale filters
to capture local patterns of different sizes.
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