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Abstract— A least squares support vector machine (LS-SVM)
offers performance comparable to that of SVMs for classification
and regression. The main limitation of LS-SVM is that it lacks
sparsity compared with SVMs, making LS-SVM unsuitable for
handling large-scale data due to computation and memory costs.
To obtain sparse LS-SVM, several pruning methods based on an
iterative strategy were recently proposed but did not consider
the quantity constraint on the number of reserved support
vectors, as widely used in real-life applications. In this article,
a noniterative algorithm is proposed based on the selection of
globally representative points (global-representation-based sparse
least squares support vector machine, GRS-LSSVM) to improve
the performance of sparse LS-SVM. For the first time, we present
a model of sparse LS-SVM with a quantity constraint. In solving
the optimal solution of the model, we find that using globally
representative points to construct the reserved support vector
set produces a better solution than other methods. We design
an indicator based on point density and point dispersion to
evaluate the global representation of points in feature space.
Using the indicator, the top globally representative points are
selected in one step from all points to construct the reserved
support vector set of sparse LS-SVM. After obtaining the set,
the decision hyperplane of sparse LS-SVM is directly computed
using an algebraic formula. This algorithm only consumes O(N2)
in computational complexity and O(N) in memory cost which
makes it suitable for large-scale data sets. The experimental
results show that the proposed algorithm has higher sparsity,
greater stability, and lower computational complexity than the
traditional iterative algorithms.

Index Terms— Globally representative point, noniterative
algorithm, pruning method, quantity constraint, sparse least
squares support vector machine (LS-SVM).

I. INTRODUCTION
LASSIFICATION is an important domain in machine
Clearning with the objective of obtaining an efficient
classifier [1]. To achieve this objective, numerous methods
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are applied that are based on different approaches such as
Bayes method, decision trees, neural networks, and so on.
Among these methods, support vector machines (SVMs) have
attracted much attention due to high efficiency [2]. In SVM,
a hyperplane is constructed as a classifier with support vectors
in Hilbert space and is obtained using a mapping function. The
SVM is highly advantageous because it is sparse, efficient, and
highly accurate in classification [1]-[3].

As an important variant, the least squares support vector
machine (LS-SVM) can be obtained by replacing the loss
function in SVM with a square function [4]. Thus, LS-SVM
can be treated as a linear system, which means that the
process of solving LS-SVM is simple and efficient. In addition,
the generalization ability of LS-SVM was demonstrated as
equal to that of SVM in experiments and applications [5].
However, the limitation of LS-SVM is also apparent compared
with SVM. Because LS-SVM includes almost all of the
training data as support vectors, LS-SVM loses the property of
sparseness that is held by SVMs, which means that the compu-
tational and memory cost rapidly increases with the increasing
number of support vectors when LS-SVM is used to identify
an unlabeled datum. Therefore, pruning of the number of
support vectors of LS-SVM is a significant challenge [6]—[8].

In the research on sparse LS-SVM, the main approach is
based on an iterative pruning method. Suykens et al. [6]
proposed an iterative algorithm in which several support
vectors are pruned in each iteration. Considering the gen-
eral ability and optimization of LS-SVM, a comprehensive
method was proposed to obtain sparse LS-SVM [7]. Using
the criterion of selecting the support vector with the least
deviation, the accuracy of sparse LS-SVM was improved [8].
A light variant of sparse LS-SVM was proposed to improve
the performance of the pruning algorithm [9]. In each iteration,
the point with the minimum influence on the dual optimiza-
tion problem was selected for pruning [10]. In a pruning
algorithm that included two steps, an indicator of fragmen-
tization was introduced to evaluate the influence of points
in LS-SVM [11]. A modified active subset selection method
based on quadratic Rényi entropy and fast cross-validation
for fixed-size LS-SVMs was proposed for classification and
regression in an optimized tuning process [12]. With the
iterative build-up of a conjugate set of vectors of increasing
cardinality, sparse conjugate directions pursuit was proposed
to obtain sparse LS-SVM by solving a small linear subsystem
in each iteration [13]. Based on an iterative approximation
to the lp-norm, LS-SVM was adapted to a classical SVM
classifier [14]. By importing an /p-norm regularization term
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of parameters into the primal optimization problem, sparse
support vector classification (SSVC) was proposed and is
iteratively trained on the training set until it converges to a
highly sparse solution [15]. Combining prior knowledge and
an adaptive learning process, a weighted /,-norm adaptive
LS-SVM model classifier was introduced that chooses g
according to the structure of the data set [16], [17]. A fast
sparse approximation scheme for LS-SVM (FSALS-SVM)
was presented that iteratively builds the decision function by
adding one basis function from a kernel-based dictionary at
one iteration until the insensitive criterion is satisfied [18].
Combining a reduced technique with an iterative strategy, Zhao
and Sun [19] proposed a Recursive Reduced Least Squares
Support Sector Regression (RR-LSSVR) in which the support
vector should be selected by considering its contribution to
the target function, and all constraints are generated based
on the entire training set. Using increasing and decreasing
learning procedures, an adaptive pruning algorithm based on a
bottom-to-top strategy was presented in which a small support
vector set covering most of the information in the training
set can be formed adaptively [20]. An improved RR-LSSVR
was developed using a pruning criterion in which the point
leading to the largest reduction in the target function is
selected for pruning [21]. Compressive sampling was applied
to find the sparse support vector set of LS-SVM to obtain the
sparse LS-SVM [22], [23]. A least-squares regression estima-
tor was developed using bias-variance analysis in compressed
spaces [24]. Liang et al. [25] proposed a single iterative
method to remove superfluous support vectors (SVs) based
on kernel row vector space. This method can be applied to
obtain sparse LS-SVM with a simple modification. The correct
number of initial prototype vectors as the final support vectors
is introduced using the sparsity-error tradeoff method to obtain
sparse LS-SVM [26]. Shi et al. [27] presented an iterative
method for pruning redundant support vectors in which a
confidence interval is introduced to select support vectors for
pruning in LS-SVM in each iteration. Combining an iterative
pruning method and primal fixed-size LSSVM (PFS-LSSVM)
model, a pruning algorithm for highly sparse LS-SVM was
proposed for large-scale data [28]. Based on partial pivoting
Cholesky factorization of the kernel matrix, full pivoting
Cholesky factorization of primal LSSVM (PCP-LSSVM) was
extended with an iterative strategy [29]. By solving the least
absolute shrinkage and selection operator problem, a pruning
method of least angle regression was used to obtain sparse
LS-SVM in which the most important points should be iter-
atively selected as support vectors [30]. Using the density
clustering method, reconstructed support vectors were selected
to obtain sparse LS-SVM without repeatedly training the
LS-SVM [31]. A sparse LS-SVM was proposed in reduced
empirical feature space, and a wrapper method known as block
addition was used to decrease the size of the kernel matrix
in LS-SVM [32]. Based on the training mean square error
and sensitivity measure, a localized generalization error model
was introduced to prune the support vectors in LS-SVM [33].
With the two objectives of maximizing the accuracy of classi-
fiers and minimizing the number of reserved support vectors,
Silva and Neto [34] presented a pruning method to obtain

sparse LS-SVM with a multiobjective genetic algorithm in
which outliers and nonrelevant points were iteratively reduced.
By approximating the kernel matrix using a low-rank matrix
and smoothing the loss function using the entropy penalty
function, a convergent, sparse, robust LS-SVM was proposed
in primal space [35]. Obviously, most of the pruning methods
are iterative, leading to highly expensive computation and
memory cost. Otherwise, the criteria used to select the support
vector to be pruned were based mainly on the relation between
the support vector and the decision hyperplane. This approach
implies that the decision hyperplane must be obtained before-
hand with high computation and memory cost. Finally, in most
real applications, the number of reserved support vectors in
sparse LS-SVM is limited, which has not been considered
in most pruning methods. Therefore, the urgent need exists
to develop a noniterative pruning method to obtain sparse
LS-SVM with quantity constraint on the number of reserved
support vectors. To address these situations, we propose a non-
iterative pruning method designed to obtain sparse LS-SVM
using the most representative points as the reserved support
vectors.

Our contributions are described as follows. First, we demon-
strate an optimization model of sparse LS-SVM with a quan-
tity constraint on the number of reserved support vectors.
Second, we propose an indicator of the global representation
of points by considering point density and point dispersion in
feature space. Finally, based on the model and the indicator,
we present a noniterative pruning method designed to obtain
sparse LS-SVM.

In this article, we describe the fundamental process
of solving LS-SVM in Section II. Next, the global-
representation-based sparse least squares support vector
machine (GRS-LSSVM) is proposed in Section III. In Section
1V, we demonstrate the effectiveness of GRS-LSSVM in
experiments on several data sets. In Section V, we present
the conclusions.

II. PROCESS OF SOLVING LS-SVM

LS-SVM can be obtained from SVM by replacing its loss
function and constraints. The task of LS-SVM is to obtain a
decision hyperplane described as follows:

f)=w"px)+b (1)

where ¢ () is a map function from data space RY to feature
space H, w is a vector in feature space, b € R, and wT s
the transpose of w. Let (x;, y;), i = 1,..., N, be a pattern,
where x; € RY is a point, with y; € {—1, 41} for classification
and y; € R for regression. Using X = {x;} and ¥ = {y;},
(1) can be obtained by solving an optimization problem in the
LS-SVM formulation as follows:

1 <
. _ 2 ~ 2
min J =gl 2 e
S.t. ngo(xi)—i—b:yi —e, i=1,...,N 2)

where C € R" is a regularization parameter.
In practice, by constructing the Lagrangian function
of (2), we can obtain the following formulas based on the
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Karush—Kuhn-Tucker (KKT) condition:

N
w=>apl) ()
i=1

e -]

where K(Q, A) = [k(xi, Xj)]‘g‘xm‘, X; € Q,Xj (S A, k(, ) is
a kernel function, 1 = (1, ..., 1)V*! and I is a unit matrix.

From (4), we observe that the coefficients of (1) can be
obtained by solving a linear system. Obviously, the process of
solving LS-SVM is simpler than that of SVM. Because almost
all of the coefficients are nonzero, the decision hyperplane of
LS-SVM includes all the data in the training data set, which
means that LS-SVM loses sparseness. The pruning method
for sparse LS-SVM is intended to obtain a sparse decision
hyperplane that only includes a few points.

I1I. GRS-LSSVM
A. Model of Sparse LS-SVM With Quantity Constraint

The goal of sparse LS-SVM is to maintain the performance
of f(x) using the following decision hyperplane:

g(x) =0"p(x) +b ®)
where v = Zle Bio(s)), si € X, L < N, and L is the given
number of reserved support vectors of sparse LS-SVM.

Let S = {s1,...,s.} be the set of reserved support
vectors in sparse LS-SVM. Then, the optimization problem
of sparse LS-SVM with the quantity constraint on the number
of reserved support vectors can be written as follows:

Z (g(xl) - yl

mingJ, = —IIDII + =

s.t. [S| <L
ScXx (6)
where J, is the value of J using g(x) as the decision hyper-
plane. Because f(x) is the optimal solution of (2), the smaller
the difference between J; and J,, the higher is the similarity
in the performance of f(x) and g(x).
Let 1 = (B.0)E ¢(x) = oTpx) + b =
uT(K({x},S),1). When S is fixed, (6) can be transformed
into the following optimization problem:

min,‘Jg—— ol + = Z(g(x)—yl : @

Then, the error item in (7) can be transformed into the
following formula:

(g() = y)? = (1" (K (i), ), 1) — wi)°
= 1T (K (S, (xi}), D(K (fx:), S), Da
=2y (K({x;}, $), D+ v}
[ K AxDKxi) S) K (S, {xh)
- [ K ({x:), 5) ! }"

_ [ 2y: K ({x;}, S) 2yi],u + y7. ®)

Because y; is constant, we transfer Jg, into the following
formula with omitting the constant term:

1
Jo =S (BTK(S, $)B)
C< K(S, (DK (x), S) K (S, {xi))
*‘Z( [ K({x:}, S) 1 }
[ 2K (), S) 2yi]ﬂ)
1
0 0
C K(S, i) K (xi}, S) K (S, fxi})
*E“T(;[ K ({xi), ) I D”
C N
—5 2 [ 20K ), 8) 2vi]u
i=1
1
_ | 3KGS) 0,
0 0
~ N N
SRk 5 DK )
+,UT c N i=1 i=1 oN u
] EEK({XI‘},S) -
~ N
C D yiK(S, i)
—ut =y =su Ap—Bu )
> Cyi
L i=1
where
r N N
K(S, )1+ C D k(xi,x)) €D K(S, {xi})
A = v i=1 i=1
CY K({x}.S) CN
L i=1
(10)
r N
C D VK (S, {xi)
B = =y (11)

> Cyi
i=1

Once S is determined, (7) can reach the minimum value at
the following condition:

u=A"'B. (12)

It is clear that we can obtain u to reach the minimum value
of (7) when (10) is nonsingular. Thus, the essential problem
of sparse LS-SVM is to select a suitable S that can make (10)
reach the full rank. To efficiently select support vectors for
sparse LS-SVM, we select the support vectors directly from X
without solving (4). The main approach involves the selection
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Description of sparse LS-SVM constructed with different points in different areas in feature space with the number of reserved support vectors equal

to four. (a) General LS-SVM in feature space with all data. (b) Sparse LS-SVM in feature space using points in a low-density area. (c) Sparse LS-SVM using
points with consideration of density in feature space. (d) Sparse LS-SVM using points with consideration of density and dispersion in feature space.

of support vectors based on the characteristics of points in
feature space. In Section III-B, we discuss the process of
selecting the support vectors noniteratively.

B. Globally Representative Point Selection

Because the problem of selecting support vectors to con-
struct § from X is an NP-hard problem, it is difficult to
obtain the globally optimal solution. Therefore, we focus
on developing a noniterative selection method based on the
characteristics of points in feature space. We present the basic
concept for this method in Fig. 1.

We display a general state of LS-SVM in feature space
in Fig. 1(a). Each point is located on one side of the decision
hyperplane (the black solid line) in feature space, and every
point is a support vector. Because |S| < |X]|, the process of
approaching sparse LS-SVM can be viewed as a process of
selecting points suitable to represent other points. The question
of how to evaluate the representation of points in LS-SVM is
discussed in the following.

Although all of the points can be included in S, the effect
of a point in a different area is different if it is included in S.
In Fig. 1(b), three points in low-density areas (points 7, 8§,
and 9) are selected into S. The decision hyperplane of sparse

LS-SVM [red broken line, g'(x)] displays a large deviation
from the original decision hyperplane. We consider only the
density of the points in feature space. If we select the points in
a high-density area into S, the decision hyperplane of sparse
LS-SVM is more similar to the original decision hyperplane
than the decision hyperplane based on points in a low-density
area. This situation is demonstrated in Fig. 1(c), where the
decision hyperplane of sparse LS-SVM [green dot-dashed
line, g%(x)] is constructed with four points in the highest
density area (points 2, 3, 5, and 6). Obviously, the points in
the low-density area are less effective than the points in the
high-density area. In other words, a point in a high-density
area is more representative than a point in a low-density
area in sparse LS-SVM. Therefore, it is a sensible choice
to select the point in a high-density area into S rather than
the point in the low-density area. However, in practice, if we
only consider the density in feature space, this leads to an
awkward state in which S is full of points from few high-
density areas, as displayed in Fig. 1(c). Thus, we consider
using both density and dispersion to select points into S.
In Fig. 1(d), we use density and dispersion to evaluate the
representation of a point and select the four top representative
points (points 1, 2, 3, and 4) to construct S, which leads to the
best decision hyperplane of sparse LS-SVM [blue dot-dashed
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Algorithm 1 GRPS

Input: dataset X, kernel function k(-,-), threshold values 6.
Output: an ordered sequence

01) Initializing p = OV*!, ¢ = ON*!, mdis = OV*! respec-
tively

02) Fori =1 to N do:

03)  Compute D;x = {d;j|x; € X}
04) Compute p; based on (14) and (15)
05)  Compute mdis; = max(D;x)

06) EndFor
07) Fori =1 to N do:

08)  Construct Xiermaive = {Xj1pi < pj}

09) If Xajternative 1S empty:

10)  Then

11) = mdis;

12)  Else

13) Compute D;x alternative :{dij| Xj € Xalternative }
14) i = min (DiX allemalive)

15) EndIf

16) EndFor

17) Normalizing p and ¢ based on (17) and (18) respectively
18) Compute 7 based on (19)

19) Soring

20) Return 7

line, g(x)] to replace the original decision hyperplane in all
of three decision hyperplanes.

For the convenience of discussion, we give two definitions
for density and dispersion of a point in feature space based
on the formulas in [26].

In feature space, the distance between x; and x; can be
calculated using the following formula:

dij = \/k(xi,xi) —I—k(xj,xj) — 2k(x,~,xj).

Based on the distance between two points, we give the
density of point x; in feature space as follows.

Definition 1 (Point Density): Let x; be a point in data space
and k(-,-) be a kernel function. The number of points that
are located in the 6 neighborhood of x; is referred to as the
point density of x; in feature space. The point density of x;
in feature space is denoted as p;, which can be calculated as
follows:

13)

N
pi =D 0(dy) (14)
j=1
where
1, z<6
ozy=1" 15
@ {0, otherwise. (15)

Obviously, p can be used to evaluate the representation of
the points in the local area in feature space.

Definition 2 (Point Dispersion): Let x; be a point in data
space. The point dispersion in feature space denoted as (; is
defined as follows:

G =

min dij
pi<pji=l,...N

(16)

where (; is the least distance among the distances between
Xx; to other points whose p are larger than x; [36], and the
corresponding point X ; is called as the nearest neighbor (NN)
of point x;. For the point x with maximal p, we define its ¢ as
the maximal distance in all distances between x and the other
points. Thus, ¢; can be viewed as an indicator to evaluate the
relative location of x; in the entire data set in feature space.

For p and ¢ as 2-D items, we can construct a space known
as p — ¢ space. In the p — ¢ space, we discover that all
of the points can be separated into three classes. The first
class contains points with high point density and high point
dispersion. The second contains the points with high point
density and low point dispersion. The last class contains points
with low point density and high point dispersion. In the p — ¢
space, the three classes are located in three distinct areas.
An illustration is shown in Fig. 2. The locations of data in
data space and in p— space are displayed in Fig. 2(a) and (b),
respectively. Because p > 0 and ¢ > 0, all data are located
in quadrant 1. The three classes are located in three separate
areas in quadrant 1. Area I is located far from the p-axis and
¢ -axis, which includes points of the first class such as points 1
and 6. Area II includes points of the second class close to the
p-axis and far from the ¢-axis such as points 2 and 3. Area III
is located far from the p-axis and close to the ¢ -axis, which
includes points of the last class such as point 7. Obviously,
the points in different areas have different characteristics. If a
point is located in area I, both the point density and the point
dispersion of the point are larger than those of points in the two
other sections. This observation means that the points lying
in area I have highly global representation in all data. For
example, point 1 can be viewed as a representative point for
points 2 and 3. Points 4, 5, and 6 have the same ability to
represent points located close to them. Therefore, the main
problem of constructing S is to reasonably select points in
area L.

Because the units of p and ¢ are different, we cannot
directly compare the values of p and ¢ of different points.
Therefore, we normalize p and ¢ as follows:

p,/ _ Pi — Pmin (17)
Pmax — Pmin

Ci, _ Ci — {min (18)
Cmax - Cmin

where pmin and pp are the minimum and the maximum
values of all p, and (nin and (nax are the minimum and
the maximum values of all ¢, respectively. For convenience,
we continue to use p; and ¢; to denote the values after
normalization.

Then we introduce an indicator known as the global repre-
sentation of a point, which is denoted as 7 and calculated as
follows:

7; = min(p;, &) (19)

where p and ¢ are normalized. It is clear that the larger the
value of 7, the more representative a point will be. So we can
select the top points to represent all points in the training set.

Obviously, to obtain all of z; for each point, we need to
compute all d;;. If we compute all d;; in one step, the memory
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Fig. 3. Comparison of error ratio in different data sets. (a) BCW, (b) BA, (c) MK, and (d) LR, where L is the given number of reserved support vectors in

sparse LS-SVM. Results from data sets.

cost should be O(N?). It is too large for large-scale data sets.
Therefore, we used an alternative way to compute all of t;
as algorithm Globally Representative Point Selection (GRPS).
The flowchart of GRPS is displayed in Algorithm 1.

In GRPS, we use three variables to store information for
each point. The three variables are p, ¢, and mdis. Each length
is N. For x;, p; is used to store the value of point density, ¢; is
used to store the value of point dispersion, and mdis; is used
to store the maximal distance from x; to other points.

The algorithm mainly includes three steps. The first
step is to compute all p;,. For each x;, we -calculate
Dix = {d;j|x; € X} based on (13) and obtain p; based

on (14). The second step is to compute (; for each point.
For point x;, we find all points whose p is bigger than p;
to construct set Xajemative = {Xjlpi < p; }. Then, we can
calculate DiXaltemative = {dijl X; € Xalternative} and obtain
¢i = min(d;,). The last step includes normalizing p and ¢,
respectively, calculating 7, and sorting 7.

Then, we discuss the computational complexity and memory
complexity of GRPS. For the first step, the computational
complexity is O(N?) because we need to calculate all d;;.
The memory complexity is O(N) because we need to store
Dix, p, and mdis with length N. For the second step,
the computational complexity is O(N?) because we need to
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compute all d;; in the worst situation. The memory complexity
is O(N) because we need only to memorize D;x and ¢ with
length N. For the last step, the computational complexity is
O(NlogN) if we sort t by using a quick sorting method.
The memory complexity is O(N) because we need to put ¢
into the memory. Therefore, the computational complexity is
O(N?) and memory complexity is O(N), respectively.

In GRPS, 6 plays an important role. Obviously, the value
of 8 determines how many neighbors are calculated for a point.
In other words, the value determines the value of p for each
point. However, the influence is global. It means that a small
value of @ will lead to decrease in all the values of p of
points. On the contrary, a large value of 6 will lead to increase
all values of p of points. In an acceptable interval, the value
of @ has little influence on the ordered sequence of p. Then,
the ordered sequence of ¢ is stable, which leads to the ordered
sequence of 7 is stable. Therefore, GRPS is robustness for 6.
The property has been discussed in [36].

C. GRS-LSSVM

To avoid a situation that S only includes point from one
class, we employ a strategy that GRPS should be used on
each class, respectively. We allocate the number of points
in § to different classes based on the ratio of the number
of points in different classes before selecting the globally
representative points from the entire training set. The numbers
of globally representative points selected from the positive
class and negative class can be obtained via the following

formulas:
N+
Lt = max(l,round(L X W))

L~ =L-—L"

(20)
21

where N7 is the number of points in the positive class in the
training set, N is the number of points in the training set, and
round(-) is a rounding function, L™ is the number of globally
representative points selected from the positive class, L™ is
the number of globally representative points selected from the
negative class.

With Lt and L™, we can select the globally representative
points for each class in the training data set to construct S.
Based on § and (10), matrix A can be obtained. It is a
very low possibility that A is ill-conditioned or even singular.
To solve the problem, we can replace points that lead A
to be singular in § with new globally representative points.
However, it is expensive for computational complexity. To save
computational time, we add a constant on diagonal with small
entries. The pseudo-code for the GRS-LSSVM is given in
Algorithm 2.

Obviously, the cost of GRS-LSSVM consists of two com-
ponents in binary classification. One component contains
two repetitions of calling the GRPS, and the other com-
ponent calculates the coefficients of sparse LS-SVM. The
cost of the computation of GRPS is O(N?). The computa-
tional complexity of the second component is O(L'¢7) ~
O(L"'®) because we need to compute A~! [37], [38]. So,
the computational complexity of the whole algorithm is

Algorithm 2 GRS-LSSVM

Input: dataset X, label set Y, kernel function k(-,-), threshold
values % and 6~, the given number of reserved support
vectors L

Output: the set of reserved support vectors S, coefficients S
and b

1) Compute L* and L~ using (20) and (21) respectively

2) 7 =GRPS(XT, k, 67)

3) 17 =GRPS(X~, k, 67)

4) Obtain S* with selecting the top L™ points from ¢+

5) Obtain S~ with selecting the top L~ points from 7~

6) S =Strs-

7) Compute £ and b based on (12)

8) Return S, S, and b

TABLE I
DESCRIPTION OF DATA SETS

The number Ratio of the

Datasets Dimension
of samples two classes
Breast Cancer .
Wisconsin (BCW) 684 ? 445:239
Banknote .
Authentication (BA) 1372 4 610:762
Musk (MK) 7074 166 1224:5850
Letter Recognition .
(LR) 20000 16 789:19211
Skin Segmentation 60859:
(8K) 243057 3 184198
499665:
HEPMASS (HM) 1000000 28 500335

O(N? 4 L'%). Because L <« N, the total computational cost
of GRS-LSSVM is O(N?). In memory cost, GRS-LSSVM
mainly includes two sequences for two classes in two times
of calling GRPS and matrix A in the second component.
The number of points of the two sequences is N and the
size of A is L?. It is excited that the memory used by
the two sequences can be released in the second compo-
nent. Therefore, the memory complexity of GRS-LSSVM
is O(max(N, Lz)) in fact. Of course, in most conditions,
the memory complexity of GRS-LSSVM is O(N) for
L < N. Therefore, GRS-LSSVM is a fast algorithm suitable
for handling large-scale data. The code of GRS-LSSVM
has been uploaded on Github with https://github.com/
rzmyf1976/Spare-Least-Square-Support-Vcetor-Machine/.

IV. EXPERIMENTAL RESULTS AND DISCUSSION

All of the experiments are performed on a PC with Intel
Xeon E5-1620, 16-G memory, running Windows 10. The
algorithms are implemented in MATLAB.

A. Data Set Description

In this article, we use six real data sets from the UCI (UC
Irvine Machine Learning Repository). A simple description of
the six sets is presented in Table I. In data set LR, we let letter
B represent a class and other letters represent another class.
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In data set HM, we use the “all” data set and randomly select
1000000 samples to construct data set in experiments.

To evaluate the performance of the proposed algorithm,
we use two indicators, namely, the computational time and
error ratio. In our experiments, we used tenfold cross val-
idation to evaluate the performances of the different meth-
ods. Ten experiments were conducted for each data set.
The mean values of different indicators are displayed in the
results.

In our experiments, we use Sparse LS-SVM (SLS-
SVM) [6], RR-LSSVR [19], and Iterative Sparse LS-
SVM (ISLS-SVM) [14] as comparison methods. Because
the stopping criteria are different in the different algo-
rithms, we use a different stopping criterion in each algo-
rithm. The alternative stopping criterion is that the num-
ber of reserved support vector is no more than the given
number L. SVM and LS-SVM are used as the base
algorithm of sparse SVM and nonsparse SVM, respec-
tively. The code of SVM is Libsvm which is downloaded
from https://www.csie.ntu.edu.tw/~cjlin/libsvm/ supported by
Chih-Chung Chang and Chih-Jen Lin. The code of LSSVM is
obtained from https://www.esat.kuleuven.be/ sista/lssvmlab/.

For kernel function selection, because RBF kernel function,
k(x,y) = exp(=Ilx — yII?/(262)), has been used in
many applications, we still use this kernel function in our
experiments. The parameter setting of SVM has a significant
influence on its application performance. If parameter values
are set in appropriate, the performance of SVM may be
very poor. For SVM, the error penalty parameter C and
the kernel function parameter such as the kernel parameter
o2 for the Gaussian kernel function are vital. In practice,
we can use cross-validation method or other methods to select
parameters [39]-[42]. In our experiments, we do not use these
methods to select the optimal parameters for convenience.
For the parameter a2, we choose 10 from 1, 10, 100, and
200 with simple comparison because the primary object of
this article is to verify the performances in the generalization
ability and complexity of these algorithms under the same
condition. For parameter 6, we use 0.4 selected from 0.3,
0.35, and 0.4 in all experiments. The constant added on
diagonal A is 107% in experiments.

B. Experimental Results

The error ratios and the computational times of different
algorithms in different data sets are shown in Figs. 3 and 4,
respectively. In Fig. 4, we use lg(time) as the vertical coordi-
nate to replace the traditional vertical coordinate. The results
of SVM and LS-SVM are listed in Table II, where N; is the
number of support vectors included in the decision hyperplane
obtained by the algorithms.

From Table II, we observe that the generalization ability
between SVM and LS-SVM is similar because the error ratios
are approximate on different data sets. However, the sparseness
is notably different between SVM and LS-SVM. In LS-SVM,
all of the points in the training set are included in the
decision hyperplane. On the contrary, with LS-SVM, SVM
only includes approximately 20%—40% points in its decision
hyperplane.

First, we find that SLS-SVM, RR-LSSVR, and
GRS-LSSVM can all accomplish the task of sparseness
when the number of reserved support vectors is given in most
conditions. However, ISLS-SVM cannot satisfy the arbitrary
number of reserved support vectors. In other words, when
the given number of reserved support vectors is too small,
ISLS-SVM cannot perform as expected. When the sparseness
ratios reach steady levels, we observe that the order of
the sparseness ratios obtained from different algorithms is
GRS-LSV < ISLS-SVM < SLS-SVM < RR-LSSVR, which
means that GRS-LSSVM can reach a high sparseness when
the given number is small.

Second, for the indicator of error ratio, these algorithms
demonstrate several common features. In the first algorithm,
the error ratios of all algorithms can reach low levels approx-
imate to those of LS-SVM when the reserved support vectors
reach a threshold value. In the second, when the threshold
value is reached, the increasing number of reserved support
vectors does not lead to a prominent improvement in the error
ratio. Finally, the standard deviation of the error ratio maintains
a stable low level after the level of error ratio reaches a steady
level. The differences in error ratios among the four algorithms
are apparent. When the error ratio achieves a steady level,
the order of the error ratios of the four algorithms is SLS-
SVM < ISLS-SVM < GRS-LSSVM < RR-LSSVR. Although
the error ratio of GRS-LSSVM is not the smallest in all the
algorithms, GRS-LSSVM is exciting based on the performance
of sparseness when the requirement is not as severe.

With respect to computational complexity, the performance
of the four algorithms is quite different. SLS-SVM displays
a trend of a slow decline in the computational time as the
number of support vectors increases. The reason for this
observation is that the iterative times of SLS-SVM should
decrease as the number of reserved support vectors increases.
For RR-LSSVR, the computational time rapidly increases with
an increasing number of reserved support vectors because
it is an incremental algorithm used to obtain the sparse
LS-SVM with only one support vector included in the final
support vector set. The proposed GRS-LSSVM displays three
properties of computational time. First, for the same training
data set, the computational time remains stable while the
number of reserved support vectors changes. Second, for
different training data sets, the computational time does not
vary greatly, while the numbers of the training data sets change
significantly.

From the above results, GRS-LSSVM shows stable perfor-
mance in different experiments for the same training data set.
Therefore, GRS-LSSVM displays comparable performance
with respect to the other algorithms.

For a large-scale data set, we focus on the computational
complexity and memory complexity of different algorithms.
The results have been listed in Table III. The four algorithms,
LS-SVM, SLS-SVM, ISLS-SVM, and RR-LSSVR, cannot
be executed in the two data sets. The reason lies in which
they are all O(N?) on memory complexity which means
that the memory requirement will reach 40 GB when the
training set is as large as 200000 points. That is a scary
cost. As far as the two large scale data sets, SK and HM,
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Fig. 4. Comparison of computation time in different data sets. (a) BCW. (b) BA. (c) MK. (d) LR.
TABLE I1
RESULTS OF SVM AND LS-SVM IN DATA SETS BCW, BA, MK, AND LR
SVM LS-SVM
Dataset - - - -
Error ratio (%) Time (s) Ng Error ratio (%) Time (s) Ns
BCW 3(x0.01) 0.02(+0.005) 93.2(+0.85) 3(20.01) 0.02(20.001) 500(x0)
BA 2.4(x0.0 1) 0.09(x0.005) 418.8(1.96) 1(x0.01) 0.072(:0.007) 1000(=0)
MK 5.7(0.04) 0.3(x0.01) 642.2(6.4) 5.1(0.1) 0.38(:0.02) 2000(0)
LR 1(x0.04) 1.32(+0.05) 1706(x79) 1(x0.035) 1.78(0.05) 4000(0)
TABLE III sets, the growth of GRS-LSSVM is lower than SVM on
RESULTS ON DATA SETS SK AND HM computational time. On the testing time, SVM is greatly larger
< N than GRS-LSSVM because the number of support vector in
L Time(s) Error(%) Time(s) Error(%) SVM is larger than the number in GRS-LSSVM. Bas?d on the
10 7408.32+0.13 18.09 155597.18+0.26 29.27 results on the two data sets, GRS-LSSVM is more suitable for
100 7426.51+0.53 13.79 156783.44+1.02 18.77
500 7436.93+2.07 11.85 157592.67+3.35 14.25
1000 7488.56+3.84 11.21 157908.17+5.78 13.39 V. CONCLUSION
SVM 5354.32+103.4 4.38 138136.85+2926.62 8.07

1. The mean values of the number of support vectors are 29068(+1482) and
333371(£1482) on SK and HM of SVM respectively.

2. The time is consisted of two parts. One part is training time (value before
plus) and another is testing time (value after plus).

are concerned, the algorithms SVM and GRS-LSSVM can be
executed normally. On computational time, SVM costs about
5000 s on SK and 130000 s on HM in the training stage,
respectively. Corresponding with SVM, GRS-LSSVM uses
about 7000 s on SK and 150000 s on HM in the training
stage, respectively. With the increasing number of training

In this article, we proposed a novel algorithm for the
sparseness of LS-SVM based on a globally representative
candidate set. In this work, we demonstrated an optimization
model on the sparseness of LS-SVM considering the constraint
on the number of support vectors. Based on the density and
dispersion of points in feature space, we designed an indicator
to evaluate the global representation of points. By select-
ing support vectors in a noniterative strategy using global
representation, a fast sparse LS-SVM algorithm was proposed
with good performance in real applications. Unlike traditional
algorithms, GRS-LSSVM can select all of the reserved support
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vectors in one step, which means that GRS-LSSVM is suitable
for working with a large-scale data set. Using a noniterative
strategy, we reduced the computational complexity to O (N?)
and memory complexity to O(N). With this strategy, we can
avoid repeated computation of the decision hyperplane, which
wastes a large amount of time. In addition, we proposed a
novel viewpoint in which the selection of the final support
vectors is based on the overall distribution of the data set,
which leads to a better solution than the traditional methods.
Since GRS-LSSVM is based on the global representation in
feature space, it is suitable for pruning other models based on
support vectors with a simple modification.
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