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Abstract Maximizing bichromatic reverse nearest neighbor (MaxBRNN) is a variant of
bichromatic reverse nearest neighbor (BRNN). The purpose of the MaxBRNN problem is
to find an optimal region that maximizes the size of BRNNs. This problem has lots of
real applications such as location planning and profile-based marketing. The best-known
algorithm for the MaxBRNN problem is called MaxOverlap. In this paper, we study the
MaxBRNN problem and propose a new approach called MaxSegment for a two-dimensional
space when the L2-norm is used. Then, we extend our algorithm to other variations of
the MaxBRNN problem such as the MaxBRNN problem with other metric spaces, and a
three-dimensional space. Finally, we conducted experiments on real and synthetic datasets
to compare our proposed algorithm with existing algorithms. The experimental results verify
the efficiency of our proposed approach.

Keywords Spatial data search · Reverse nearest neighbor · Bichromatic reverse nearest
neighbor

1 Introduction

Nearest neighbor (NN) search [18] finds the data points in the data space that are nearer
to a given query point than any other points in the data space. Reverse nearest neighbor
(RNN) search finds the points that have the query point as their nearest neighbor. RNN
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Fig. 1 An example of BRNN

search was presented by Korn et al. [13,14] and has been extensively studied in the
database community. There are two kinds of RNN search [13], namely, monochromatic
RNN (MRNN) and bichromatic RNN (BRNN). In the case of MRNN, all points are of
the same type. A point o is considered as a reverse nearest neighbor for a query point
p if there does not exist another data object o′ where |o, o′| < |o, p| (|.| denotes the
distance). In the case of BRNN, there are two distinct types of point sets O and P .
A point o ∈ O is considered as a reverse nearest neighbor for a point p ∈ P , if there
does not exist another point p′ ∈ P , such that |o, p′| < |o, p|. The set of all possible
points in O each of which is a reverse nearest neighbor for a point p ∈ P is denoted by
B RN N (p, P).

Assume that point sets O and P correspond to a set of customers and a set of con-
venience stores, respectively. Assume that the customers would be more interested in
visiting a convenience store based on their distances. Figure 1a shows the spatial posi-
tions of two stores, p1 and p2, and five customers, o1, o2, o3, o4, and o5. Then, we have
B RN N (p1, P) = {o1, o2, o3} and B RN N (p2, P) = {o4, o5}.

Assume that we want to build a new convenience store p3. How can we determine the
location of convenience store p3? Intuitively, p3 can be set up at different positions as
shown in Fig. 1b, c, d. In Fig. 1b, we have B RN N (p3, P) = {o1, o2, o3}, in Fig. 1c, we
have B RN N (p3, P) = {o1, o2, o3, o4, o5}, and in Fig. 1d, we have B RN N (p3, P) =
{o1, o2, o3, o4, o5}. The largest size of BRNN of p3 means that we can attract the largest
number of customers since we assume the customers would visit a convenience store based
on their distances. So the positions of p3 in Fig. 1c, d are competitive. These two positions are
some specific points/positions in the space. In general, we can find a region instead of some
specific points. Finding a region for building a new convenience store can be formulated as a
problem called maximizing bichromatic reverse nearest neighbor (MaxBRNN) [26]. In this
MaxBRNN problem, we assume that all points in both sets O and P have a specific location
in a Euclidean space. If a new point p is added to P , the MaxBRNN problem [26,27] is to
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find the maximal region R such that the size of BRNN of p is the largest when p is placed
in R.

The MaxBRNN problem is a variant of BRNN search. A large number of applications
that exist in BRNN search can also be applied to MaxBRNN search. For example, location
planning and profile-based marketing [33,40] are two traditional examples. The example in
Fig. 1c can be viewed as location planning application in which a new convenience store
can be viewed as a service that needs to attract as many customers as possible. As shown in
[26,27], the MaxBRNN problem can also been utilized into other emergency applications,
such as natural disasters, sudden big events, and military applications.

There exist two kinds of solutions for the MaxBRNN problem. One solution is presented
in [4]. The time complexity of this solution is exponential in terms of |O|. The other solution
is MaxOverlap and is presented in [26]. To the best of our knowledge, the MaxOverlap algo-
rithm [26] is the best solution for the MaxBRNN problem. The key idea of the MaxOverlap
algorithm is as follows. MaxOverlap finds the optimal region using the NLC. The optimal
region can be represented by the intersection of multiple NLCs. MaxOverlap is the first
polynomial-time algorithm for the MaxBRNN problem. The time complexity of MaxOver-
lap is O(|O|log|P| +m2|O| +m|O|log|O|) where m is an integer and denotes the greatest
possible number of intersecting NLCs.

We observe that the running time and the storage cost of the MaxOverlap algorithm would
become large in some cases. For example, in the experiments, when |O|=180K, |P|=360K,
and the value of m is about 2,000, the MaxOverlap algorithm would take more than 1 h
(about 4,500 s). However, in some emergency applications such as the earthquake in China,
we often need fast response for the MaxBRNN search to quickly place the supply/service
centers for rescue or relief jobs. On the other hand, in many mobile applications, we often
only have limited memory in mobile devices such as iPhone and PDA to run the MaxBRNN
search. Motivated by such applications, we aim to achieve more efficient MaxBRNN search
that would need smaller execution time and storage space. In this paper, we propose a new
approach called MaxSegment for the MaxBRNN search. Our proposed approach can not only
speed up the MaxBRNN search but also reduce the storage cost of the MaxBRNN search.

Specifically, we propose an efficient algorithm called MaxSegment whose time complexity
is better than that of MaxOverlap. In this paper, we show that the running time complexity
of the MaxSegment algorithm is O(|O|log|P| + m|O|log m + |O|log|O|).

The major reason why this algorithm is efficient is that we transform the optimal region
search problem in a two-dimensional space to the optimal interval search problem in a one-
dimensional space whose search space is significantly smaller than the search space in the
two-dimensional space. After the transformation, we can use a plane sweep-like method
to find the optimal interval efficiently. Finally, the optimal interval can be used to find the
optimal region in the original two-dimensional space.

Besides, the storage of MaxSegment is much smaller than that of MaxOverlap because
MaxOverlap requires to store a bulky overlap table that occupies O(|O|m) space but MaxSeg-
ment does not. In this paper, we show that the storage cost of the MaxSegment algorithm is
O(|Rp| + m) where Rp denotes the storage cost of R*-tree [1] for point sets O and P . The
main storage cost of the MaxSegment algorithm is to store R*-tree for point sets O and P .

Our contributions can be summarized as follows.

(1) We propose a novel algorithm called MaxSegment for the MaxBRNN problem in a
two-dimensional space where the L2-norm is used. The MaxSegment algorithm is more
efficient than the MaxOverlap algorithm in terms of algorithm running time and storage
cost.
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(2) We also make some extensions for the MaxSegment algorithm. The first extension is to
extend our MaxSegment algorithm to other MaxBRNN problems. The second extension
is to extend the MaxSegment algorithm to other metric spaces. The third extension is to
extend our MaxSegment algorithm to a three-dimensional data space. All of the extended
algorithms have a similar algorithmic framework with the basic MaxSegment algorithm
developed for the original MaxBRNN problem.

(3) We conducted experiments to compare the MaxSegment algorithm with the best-known
MaxOverlap algorithm on real and synthetic datasets. The experimental results show the
efficiency of our presented methods.

The rest of this paper is organized as follows. Section 2 reviews the related works. Section 3
gives the problem definition including some basic concepts and existing algorithm analysis.
Section 4 describes our proposed algorithm MaxSegment in a two-dimensional space when
the L2-norm is used. Section 5 proposes our extended algorithms for some variations of the
MaxBRNN problem. Section 6 evaluates the proposed algorithms by comparing with the
existing best-known algorithm MaxOverlap on real and synthetic datasets. Section 7 con-
cludes this paper with future work.

2 Related work

BRNN search was first proposed in [13] and has been extensively studied in spatial databases.
Different from existing studies on BRNN search [15,20,22,32], MaxBRNN is to find an
optimal region not just a point. Since an optimal region may contain an infinite number
of points, how to represent and find such an optimal region become challenging for the
MaxBRNN problem. Similarly, the MaxBRNN problem for the L2-norm space is studied in
[4] in which a solution with exponential time complexity is proposed. An extended version
of [4] with similar results appears in [3]. Besides, the algorithm in [9] finds an optimal
location instead of an optimal region for the L1-norm space. The best-known solution for
the MaxBRNN problem is the MaxOverlap algorithm [26] in terms of running time. In some
cases, the MaxOverlap algorithm is 100,000 times faster than the algorithm in [4]. Some new
results, such as the extension of the MaxOverlap algorithm in a three-dimensional space, are
proposed in [27], an extended version of [26].

In this paper, based on the MaxOverlap algorithm, we propose an improved method called
MaxSegment for the MaxBRNN problem. Different from the MaxOverlap algorithm, which
transforms the MaxBRNN problem into a point search problem, the MaxSegment algorithm
transforms the MaxBRNN problem into an optimal circle arc search problem. As shown in
the experiments, the MaxSegment algorithm is more than 60 times faster than the MaxOverlap
algorithm in some cases. In particular, in a synthetic dataset where |O| = 180K and |P| =
360K, the MaxSegment algorithm running time is about 70 s while the MaxOverlap algorithm
is about 4,500 s. The storage cost for the MaxSegment algorithm is also distinctly smaller
than the MaxOverlap algorithm. In particular, in the same synthetic dataset described above,
the ratio of the storage of MaxOverlap to the storage of MaxSegment is about 3.

As shown in Sect. 5.1, the MaxBRkNN problem, which is a variation of the MaxBRNN
problem, considers the k nearest neighbors instead of the nearest neighbors of client points.
In the MaxBRkNN problem, we assume that each client point (customer) has the same
probability to visit the k nearest server points (convenience store). Recently, the authors in
[39] studied a generalized MaxBRkNN problem in which a client point may have different
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probabilities to visit different server points and at the same time a server point is assumed to
have different target sets of client points.

Similar optimal location search problems were also studied in [5] and [35]. Zhang et al.
[35] proposes the min-dist optimal location query that finds a location that minimizes the
average distance from each client point to its closest server point when a new site is built
at this location. Cardinal and Langerman [5] propose to find a location for a new server site
and this location can minimize the maximum distance between this new server site and any
client point. Different from these problems, our problem is to find an optimal region instead
of a location.

There are other related studies. Yiu et al. [34] studies reverse nearest neighbors in large
graphs. In [28], spatial matching considers how to efficiently assign each customer (i.e., client
point) to her/his nearest server provider (i.e., server point) that has a capacity corresponding to
the maximum number of customers it can serve. Lian and Chen [16] proposes some processing
techniques for probabilistic reverse nearest neighbor queries over uncertain data. Kang et al.
[11] and Stanoi et al. [19] study reverse nearest neighbor queries over dynamic databases.
Tao et al. [23,24] study reverse nearest neighbor search in metric spaces and in arbitrary
dimensionality. Xia and Zhang [31], Wu et al. [29,30], Cheema et al. [7,8], Emrich et al. [10]
study the monitoring problem for continuous reverse nearest neighbor search. These problems
focus on spatial search on different scenes such as graph data, uncertain data, and dynamic
data. Different from these works, our problem works on static data. In addition, Zhang and
Alhajj [36,37] study the similarity search and the reverse nearest neighbor queries in high-
dimensional metric space. In [25,38], the concept of k-reverse nearest neighbor is also used
to data clustering. The location-based search services [12,21] are also related to our problem.

3 Problem definition

3.1 Basic concepts

We are given two distinct types of point sets O(client point set) and P(server point set). Each
point in both O and P has a specific location in a Euclidean space D (e.g., convenience stores
in Fig. 1). Each client point o ∈ O is associated with a weight, w(o), which denotes the
number of clients at location o. A region is defined as an arbitrary shape in the space D and
can also be viewed as a set of points in the space. We say that a region R covers another
region R′ if each point in region R′ appears in region R. Similarly, we say that a region R
covers a curve/line if each point along the curve/line appears in region R.

Definition 3.1 A region R is said to be consistent if the following condition holds: ∀p, p′ ∈
R, p, p′ �∈ P , B RN N (p, P ∪ {p}) = B RN N (p′, P ∪ {p′}).
Definition 3.2 Given a consistent region R, the influence value of R is denoted as I (R) and
defined as I (R) = ∑

o∈B RN N_R(R) w(o), where B RN N_R(R) = B RN N (p, P ∪ {p}) in
which p denotes an arbitrary new server point in R.

Definition 3.3 Given a consistent region R, we say that R is a maximal consistent region,
if there does not exist another consistent region R′ satisfying the following conditions: (1)
R ⊂ R′, and (2) B RN N_R(R) = B RN N_R(R′).

Definition 3.4 Given a set P of server points and a set O of client points, the MaxBRNN
problem is to find the maximal consistent region R such that, if a new server point p is set
up in R, the influence value of R is maximized.
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Fig. 2 An example of MaxBRNN problem

In Fig. 2a, R1, R2, and R3 are three different regions. In Fig. 2b, R1 is a consistent
region because any new server point in R1 such as p3 has the same BRNN set. Specifically,
B RN N_R(R1) = {o1, o2, o3, o4, o5}. Similarly, as shown in Fig. 2c, R2 is a consistent
region since any new server point in R2 such as p4 has the same BRNN set. Specifically,
B RN N_R(R2) = {o1, o2, o3, o4, o5}. As shown in Fig. 2b, d, both p3 and p5 are in region
R3 and they have different BRNN sets. The BRNN set of p5 is {o1, o2, o3} and the BRNN
set of p3 is {o1, o2, o3, o4, o5}. So R3 is not a consistent region. In Fig. 2a, since R1 is inside
R2, R1 is not a maximal consistent region. If there are no other consistent regions covering
R2, then R2 would be a maximal consistent region.

3.2 Existing algorithm analysis

In the literature, there are two solutions for the MaxBRNN problem. One solution has an
exponential time complexity in terms of |O| and was proposed in [4]. The second solution is
the best-known solution, the MaxOverlap algorithm [26], that is, the first polynomial-time
algorithm. Our improved method MaxSegment shares some components with the MaxOverlap
algorithm. So it is necessary to introduce the MaxOverlap algorithm together with its basic
concepts and important properties. The proofs for these properties are omitted here due to
the limit of space.

Definition 3.5 For any client point o ∈ O, assume p is the nearest neighbor of o in P . The
NLC of o is defined as the circle centered at o with radius |o, p|.

Property 3.1 [26] If an NLC covers another NLC, the boundaries of the two NLCs must
share at least one point.
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Fig. 3 The relationship of NLCs

In the following, we adopt the convention that a circle centered at oi is denoted by ci .
The overlapping relationship described in Property 3.1 can be shown in Fig. 3b. Note that
according to Property 3.1, it is not possible that the overlapping relationship shown in Fig. 3d
appears because the boundaries of the two NLCs in the figure do not share at least one point.
The reasoning is described as follows. In this figure, c1 covers c2. That is, the area of c2 is
inside the area of c1, but there are no intersection points between the boundary of c1 and the
boundary of c2. This relationship of NLCs cannot hold since p2 on the boundary of c2 is
nearer to the center point o1 than p1, which contradicts to the definition of NLC for o1.

Property 3.2 [26] For any two overlapping NLCs, say c1 and c2, the number of intersection
points between the boundary of c1 and the boundary of c2 is either one or two.

This property can be easily illustrated in Fig. 3a, b, c. As we illustrated before, Fig. 3b
shows the overlapping relationship that one circle covers another circle. Two other possible
overlapping relationships are shown in Figure 3a, c.

Property 3.3 [26] The optimal region R in the MaxBRNN problem can be represented by
an intersection of multiple NLCs.

According to the above property, we can use NLCs to represent the optimal region. In the
following, we focus on describing NLCs.

Consider an example as shown in Fig. 4 containing 6 clients. For the ease of illustration,
we remove all servers in the figure and we just show all NLCs. The optimal region (i.e., the
shadow part) can be represented by the intersection of three NLCs, namely c1, c2, and c3.

Property 3.4 [26] Assume that C is a set of NLCs whose intersection corresponds to the
optimal region R. If C contains more than one NLC, then there exist two NLCs, say c1 and
c2, such that region R contains at least one intersection point between the boundaries of c1

and c2.

Property 3.4 tells us that the optimal region must contain at least one intersection point
between a pair of NLCs. Suppose that we know this intersection point and we can find all
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Fig. 4 An example of
MaxOverlap algorithm

NLCs covering this point. It is easy to verify that the set of all such NLCs corresponds to C .
According to this observation, we design the following algorithm because we can regard
all possible intersection points between any pair of NLCs as candidates for the MaxBRNN
search and each candidate can be used for a range query to find all NLCs covering it.

– Step 1: find all intersection points between the boundaries of any two overlapping NLCs
in the dataset.

– Step 2: find a set of NLCs covering each intersection point found in first step.
– Step 3: return the set of NLCs with the largest weight value as the final solution.

In the example as shown in Fig. 4 containing 6 clients, the MaxOverlap algorithm starts
to find a set of intersection points between all pairs of NLCs such as q1, q2, and q3. These
intersection points are used to determine the optimal region directly. Suppose that we can
find an optimal intersection point q , with the greatest influence value. Let S be a set of NLCs
covering point q . The influence value of q is defined to be

∑
c∈S w(c). The optimal region of

the MaxBRNN problem is equal to region R, which is the intersection of all NLCs in S. In
Fig. 4, we can find intersection point q3 with the largest influence value and the corresponding
set of NLCs, S = {c1, c2, c3}. So, the optimal region corresponds to the intersection of all
NLCs in S.

Besides the above three major steps, some pruning techniques are also proposed in the
MaxOverlap algorithm to reduce the search space of checking all the pairs of overlapping
NLCs. In addition, an R*-tree is used to perform a point query, that is, to check whether an
intersection point is covered by an NLC.

4 The proposed algorithm

In this section, we propose an efficient algorithm called MaxSegment whose time complexity
is better than that of MaxOverlap. The major reason why this algorithm is efficient is that we
transform the optimal region search problem in a two-dimensional space to the optimal inter-
val search problem in a one-dimensional space whose search space is significantly smaller
than the search space in the two-dimensional space. After the transformation, we can use a
plane sweep-like method to find the optimal interval efficiently. Finally, the optimal interval
can be used to find the optimal region in the original two-dimensional space.

Before introducing the proposed algorithm, we would like to give the preliminaries for
our algorithm.
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Fig. 5 An example of NLC arc

4.1 Preliminaries

Given two overlapping NLCs, say c1 and c2, they form two intersection points, namely q1

and q2. Consider the boundary of one NLC, say c1. These two intersection points divide the
boundary of c1 into two components. The first component corresponds to the boundary of c1

that is inside c2 while the second component corresponds to the boundary of c1 that is not
inside c2. We call each component an NLC arc (short for arc). We say that c1 owns the first
arc and the second arc. We also say that c2 eclipses the first arc but it does not eclipse the
second arc. Note that the two end points of an arc correspond to the two intersection points.
We give two different names to these two end points according to their positions with respect
to NLC c1. The first one is the head of an arc, which is defined to be its end point such that
there exists a path from this end point to the other end point in an anticlockwise direction.
The second one is the tail of an arc, which is defined to be its end point such that there exists
a path from this end point to the other end point in a clockwise direction. We say that an arc
is directed from its head to its tail.

For example, in Fig. 5, we are given 3 clients and their NLCs. In this figure, there are two
intersection points between NLCs c1 and c2, namely q1 and q2, and two intersection points
between NLCs c1 and c3, namely q3 and q4. Consider the boundary of one NLC c1 that is
divided into four arcs according to these four intersection points. Arc e1 is directed from q1

to q2 along the boundary of c1, denoted by e1 = (q1, q2). q1 and q2 are the head and the tail
of e1, respectively. Similarly, arc e2 is directed from q2 to q3 along the boundary of NLC c1,
denoted by e2 = (q2, q3), arc e3 is directed from q3 to q4 along the boundary of c1, denoted
by e3 = (q3, q4), and arc e4 is directed from q4 to q1 along the boundary of c1, denoted by
e4 = (q4, q1).

Consider the Cartesian coordinate system. Assume that NLC c is centered at coordinate
(a, b) with radius r . Then, the boundary of c can be expressed as a set of points (x, y) equal
to {(x, y)|(x − a)2 + (y − b)2 = r2}, and the insider of c is defined as a set of points (x, y)

equal to {(x, y)|(x − a)2 + (y − b)2 < r2}. We say that a point q is covered by an NLC c if
q is on the boundary of NLC c or q is inside NLC c. We say that arc e is covered by NLC c
if each point on e is covered by NLC c.

Definition 4.1 Given an arc e, we define the influence value of e, denoted by I (e), as the
sum of the weights of NLCs that cover arc e.

For example, in Fig. 5, e1 is covered by c1 and c2 only, e2 is covered by c1 only, e3 is
covered by c1 and c3 only, and e4 is covered by c1 only. Assume the weight of each NLC in
Fig. 5 is equal to 1. Then, we have I (e1) = I (e3) = 2, and I (e2) = I (e4) = 1.
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Fig. 6 Representation of arc by angle values

Given two overlapping NLCs, there exists such an arc that is along the boundary of one
NLC c1 and it is also covered by another NLC c2. We call such an arc as an intersection
NLC arc (short for an intersection arc). Note that this intersection arc is owned by c1 and is
eclipsed by c2. For example, in Fig. 5, both arcs e1 and e3 are intersection arcs. Arcs e2 and
e4 are not intersection arcs since both arcs are only along the boundary of c1.

Given an NLC c and a point x along the boundary of c, we can transform the representation
of point x from two real numbers in the Cartesian coordinate system to one real number
ranging from 0◦ to 360◦ in the polar system whose origin/pole is the center of the NLC. This
real number is called the angle value of this point. Formally, the angle value of x is defined
to be the polar angle of this point when the polar coordinate system is used and the pole is
the center of c. Note that the angle value is measured in an anti-clockwise direction from
the polar axis defined in the polar coordinate system (i.e., the horizontal axis pointing to the
right).

For example, consider the example as shown in Fig. 6a containing two NLCs. Two NLCs
intersect and have their intersection points, namely q1 and q2. Consider the NLC c1 and these
two points q1 and q2 along its boundary. Consider the arc e1 directed from q2 to q1 along
the boundary of c1. The head of intersection arc e1, q2, is equal to 340◦ while the tail of
intersection arc e1, q1, is equal to 60◦.

Note that each arc can also be represented by the mapped angle values of its head and
the tail. For example, considering NLC c1, we represent e1 = (340◦, 60◦). For simplicity, a
point and its angle value are alternately used below. So 340◦ and 60◦ are called the head and
tail of e1, respectively.

In the following, we want to standardize the representation of a pair of angle values for
each arc. We want to make sure that the angle representing the head of an arc is smaller than
or equal to the angle representing the tail of the arc. Given an arc with its angle representation
(al , au), if al ≤ au , then we keep this representation. Otherwise, we split this arc into two
sub-intersection arcs. In this case, each sub-intersection arc is represented by a pair of angle
values. The pair representing a sub-arc is (al , 360◦), and the pair representing the other sub-
arc is (0◦, au). For example, in Fig. 6a, if we consider NLC c1, intersection arc e1 would be
split into e11 = (340◦, 360◦) and e12 = (0◦, 60◦).

Similarly, as shown in Fig. 6b, if we consider the other NLC c2, the head q1 and the tail q2

of intersection arc e2 can be mapped into angle values accordingly. We represent intersection
arc e2 = (150◦, 250◦) that is along the boundary of NLC c2. Since 150◦ ≤ 250◦, there is no
need to split this arc into two sub-arcs.
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Fig. 7 Computation for influence value

Now, we are ready to describe the major idea of how we use the arc for the MaxBRNN
problem. For each NLC c, we cut the boundary of c at the position of 0◦ (or 360◦). Then, we
stretch the boundary into a line segment whose values range from 0◦ to 360◦. The intersection
arcs along the boundary of this NLC correspond to different partitions or intervals of this
line segment.

Note that for a given NLC c, we can transform the boundary of c that is in a two-dimensional
space into a line segment that is in a one-dimensional space. In this line segment, we have
different partitions or intervals. In the following, we will discuss how we can find the optimal
interval along this line segment efficiently by a plane sweep-like method. After we find this
optimal interval, we can find the corresponding optimal region for the MaxBRNN problem.

We discussed the example in Fig. 5 before where we did not use any angle representation.
Figure 7a shows the same example where the angle representation is adopted. On the boundary
of NLC c1, we have intersection arc e1 = (330◦, 30◦) and e3 = (120◦, 210◦). Since the angle
value representing the head of e1 is larger than that representing the tail of e1, we would split
e1 into two intersection arcs e11 = (330◦, 360◦) and e12 = (0◦, 30◦). Then, we have three
intersection arcs, such as, e11, e12, and e3, and can construct a line segment as in Fig. 7b.
Notice that all intersection points of intersection arcs have been sorted in ascending order of
their angle values.

By a plane sweep-like method along the line segment, we can compute the influence value
of each arc along the boundary of this NLC. In detail, we have the following computation
rules for the influence value of each NLC arc.

(1) While scanning, if we meet an intersection point that is a head of an intersection arc, then
we increase the influence value with the weight of the NLC eclipsing the arc;

(2) If the intersection point is a tail of an intersection arc, then we shall decrease the influence
value with the weight of the NLC eclipsing the arc.

These computation rules are reasonable. If the scanned intersection point is a head of an
intersection arc, which means we would enter the region of an intersecting NLC eclipsing
the arc, and we need increase the influence value with the weight of this NLC. Otherwise, if
the scanned intersection point is a tail of an intersection arc, which means we would leave the
region of an NLC eclipsing this arc, and we need decrease the influence value accordingly.

Consider the example as shown in Fig. 7. Assume the weight of each NLC is equal to 1.
We scan this line segment owned by c1 and check each intersection point of all intersection
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arcs of NLC c1. We create a variable called in f for c1 that will store the influence value
of an arc along the boundary of c1 dynamically. Consider that we are scanning through the
line segment for c1. When we reach an arc or leave an arc, we will update in f accordingly.
Details will be described next.

Initially, the influence value, in f , is set as in f = w(c1). We would first check the inter-
section point 0◦ that is the head of e12. The influence value is updated with the weight of
the NLC c2 eclipsing this arc, that is, in f = in f + w(c2) = 1+ 1 = 2, which corresponds
to the influence value of NLC arc e12 = (0◦, 30◦). Next, we move to intersection point 30◦
that is the tail of intersection arc e12. According to the computation rules, we need to reduce
the influence value by the weight of NLC c2, and we would update the influence value of
e2 = (30◦, 120◦). That is, in f is decreased by w(c2). That is, in f = 2 − 1 = 1. Next, we
would meet intersection point 120◦ that is the head of e3, and we increase the influence value
with the weight of the NLC c3 eclipsing the arc, and we have in f incremented by w(c3) and
in f becomes 2. Note that I (e3) = in f . Next, we move to intersection point 210◦ that is the
tail of e3, and we decrease in f by w(c3). Thus in f becomes 1. Note that I (e4) = in f where
e4 = (210◦, 330◦). Finally, we reach intersection point 330◦ that is the head of e11, and we
have I (e11) = in f +w(c2) = 2 where e11 = (330◦, 360◦). The influence value of each arc
along the boundary of NLC c1 is shown in Fig. 7b. The greatest influence value is equal to 2.

As shown in Fig. 7, it is easy to know the following Lemma 4.1 holds.

Lemma 4.1 Given an NLC and its intersection arcs owned by the NLC, we can find the
greatest influence value of an arc by scanning the intersection points of all intersection arcs
of this given NLC with the computation rules for influence values of NLC arcs.

4.2 The algorithm description

The proposed MaxSegment algorithm transforms the MaxBRNN problem into an optimal
circle arc search problem. Before introducing the algorithm descritption, we would like to
introduce why we can transform such problem.

Lemma 4.2 Let C be a set of NLCs whose intersection corresponds to the optimal region R
returned by a MaxBRNN query. Then, R contains at least an optimal arc owned by a certain
NLC (i.e., the arc with the greatest influence value).

Proof There are two cases.

(1) If C contains only one NLC, which means that the optimal solution comes from a single
NLC without any overlap or intersection with other NLCs. The optimal region R is the
single NLC with the greatest influence value (i.e., the greatest weight) among all NLCs.
The boundary of this NLC is the optimal arc contained by the region R. That is, R is this
NLC itself.

(2) If C contains more than one NLC. Assume that NLCs are c1, c2, . . . , cn where n ≥ 2. It
is easy to know that the influence value of R is equal to

∑n
i=1 w(ci ). Since the boundaries

of intersecting NLCs, c1, c2, . . . , cn , form the optimal region R, there exists at least an
arc, says arc e, along the boundary of a certain NLC, says c1. For any point p ∈ e, we have
p ∈ R. Then, p is covered by c1, c2, . . . , cn . So, arc e is also covered by c1, c2, . . . , cn .
The influence value of arc e is equal to I (e) = ∑n

i=1 w(ci ). So, arc e is an optimal arc
with the greatest influence value and contained in the region R. It is noticed that arc e
can be collapsed into a single intersection point when the number of intersection points
between two overlapping NLCs is equal to one. ��
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Similar to Property 3.4, Lemma 4.2 tells that region R contains at least an optimal arc
owned by an NLC. We can take such optimal arc as a candidate to perform a MaxBRNN
query and transform the MaxBRNN problem into the optimal arc search problem.

Based on Lemma 4.1, we know that we can find the optimal arc with the greatest influ-
ence value by checking intersection arcs of all NLCs for a given dataset. The MaxSegment
algorithm includes three major phases as follows.

Phase 1: Construct NLCs for a given dataset.
Phase 2: Construct all possible intersection arcs for each NLC and find the influence value

of each arc. In particular, for each NLC c, we do the following four steps.

Step 1: Find all the other NLCs intersected with c.
Step 2: Compute all intersection points between c and each of the other NLCs intersected

with c and construct intersection arcs along the boundary of c.
Step 3: Sort intersection points (i.e., head or tail) of all intersection arcs of c according to

the angle values.
Step 4: Scan all intersection points of c to update the influence values of the arcs along the

boundary of c accordingly.

Phase 3: Return the arc with the greatest influence value (among all NLCs) and the set of
NLCs covering this arc (where the intersection of all NLCs of this set corresponds
to the optimal region).

The detailed description of the above three phases can be found in Algorithm 4.1.

Algorithm 4.1 MaxSegment algorithm
1: // Phase 1
2: for each client point o ∈ O do
3: search the nearest neighbor of o in P , says p
4: construct an NLC c, centered at o with radius |o, p|
5: end for
6: // Phase 2
7: choose the NLC c with the largest w(c)
8: initialize Max I n f ← w(c) and Max S← {c}
9: for i = 1 to |O| do

10: // Step 1
11: find all NLCs intersected with NLC ci and store them into list L
12: // Step 2
13: for each NLC c j ∈ L do
14: generate intersection arc e = (q1, q2) where q1 and q2 are the intersection points

between the boundaries of ci and c j , and assign both q1.N LC and q2.N LC with c j

15: if q1 > q2 then
16: generate two sub-intersection arcs e1 = (q1, 360◦) and e2 = (0◦, q2)

17: end if
18: store intersection points of the generated intersection arcs into Q
19: end for
20: // Step 3
21: sort the intersection points in Q according to their angle values
22: initialize I n f ← w(ci ), S← {ci }
23: // Step 4
24: for each intersection point t ∈ Q do
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25: if t is the head of an arc then
26: I n f ← I n f + w(t.N LC), S← S ∪ {t.N LC}
27: else if t is the tail of an arc then
28: I n f ← I n f − w(t.N LC), S← S − {t.N LC}
29: end if
30: if I n f > Max I n f then
31: Max I n f ← I n f , Max S← S
32: end if
33: end for
34: end for
35: // Phase 3
36: return Max I n f and Max S

We use Example 1 to further describe the process of the MaxSegment algorithm.

Example 1 Given point sets O and P as shown in Fig. 8a, where O = {o1, o2, o3, o4, o5, o6}
and P = {p1, p2, p3, p4, p5, p6}. Assume that the weight of each NLC is equal to 1.

According to the algorithm description of MaxSegment, for datasets in Fig. 8a, we construct
six NLCs, such as c1, c2, c3, c4, c5, c6, as shown in Fig. 8b. Since each NLC has the same
weight and is equal to 1, we randomly choose c1 as an initialized NLC and set Max I n f =
w(c1) = 1 and Max S = {c1}.

Next, the algorithm finds all NLCs intersected with NLC c1 and store them into L . Then, we
have L = {c2, c3, c4}. Next, the algorithm computes the intersection points and generate the

Fig. 8 An example of the Max Segment algorithm
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intersection arcs. Therefore, we have intersection arcs e1 = (310◦, 70◦), e2 = (140◦, 200◦),
and e3 = (230◦, 350◦). Since the head of e1 is larger than its tail, we split e1 = (310◦, 70◦)
into two intersection arcs, namely, e11 = (0◦, 70◦) and e12 = (310◦, 360◦). All intersection
points of NLC c1 would be stored in Q. Next, we sort all intersection points of c1. That is,
Q = {0◦, 70◦, 140◦, 200◦, 230◦, 310◦, 350◦, 360◦}. Then we construct a line segment of c1

as shown in Fig. 8c. According to the algorithm description, we update influence values of
the arcs by scanning all intersection points of the intersection arcs along the line segment
of c1. During scanning, we initialize I n f = w(c1) (i.e., line 22). We first meet the head of
intersection arc e11, that is, 0◦, and we increase the influence value of e11 by the weight of
the NLC c2 eclipsing this arc. Next, we move further and meet the tail of e11, that is, 70◦.
Then, we decrease the influence value by the weight of the NLC c2 eclipsing this arc.

Next, we process other intersection arcs similarly. Finally, we find the greatest influence
value of an arc and the corresponding NLCs covering this arc, namely, Max I n f = 3 and
Max S = {c1, c2, c3}. The influence values of all arcs along the boundary of NLC c1 are
listed in Fig. 8c.

According to the algorithm description, we take NLC c2 as another scanned NLC and
repeat the above steps. Similarly, we obtain Max I n f = 3 and Max S = {c1, c2, c3}. After
processing all remaining NLCs, we find the optimal influence value of an arc and output the
set of NLCs covering this arc. This set is equal to Max S = {c1, c2, c3}, which corresponds
to the optimal region R (i.e., the shadow part in Fig. 8b) in the MaxBRNN problem.

With this example, we know that the MaxSegment algorithm would check the intersection
points of all NLCs for a given dataset and can find the optimal region R. So it is easy to verify
the following Theorem 4.1.

Theorem 4.1 Algorithm 4.1 returns the region R with the largest influence value.

4.3 Algorithm analysis

Time Complexity: We would give an analysis on the running time complexity and the space
cost complexity of the MaxSegment algorithm.

It is easy to verify the following Lemma 4.3 by elementary mathematics.

Lemma 4.3 The computation of the intersection points between two overlapping NLCs takes
O(1) time.

Next, we analyze the running time of MaxSegment. Before we give the analysis, we define
two notations, namely α(·) and β(·). Given a dataset D of size |D| and a query point q , we
denote the time cost of finding the nearest neighbor from q in D by α(|D|). Besides, given a
dataset D of size |D|, a query point q and a non-negative real number r , we denote the time
cost of finding the answer for a range query from q with radius equal to r in D by β(|D|).

Consider Phase 1 (Lines 1–5 of Algorithm 4.1). For each client point o, we need to find
the nearest neighbor of o in P , which takes O(α(|P|)) time. Since there are |O| client points,
the total running time of Phase 1 is O(|O|α(|P|)).

Consider Phase 2 (Lines 6–34 of Algorithm 4.1). Lines 7–8 take O(|O|) time. There are
|O| iterations in lines 9–34. Consider an iteration (lines 10–33) that involves four steps for
one NLC ci .

– Step 1 (lines 10–11) finds all NLCs intersected with ci and stores them into list L . This
can be done by performing a range query at the center of ci with the range equal to the
radius of ci on the set of all NLCs. Thus, Step 1 takes O(β(|O|)) time.
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– Step 2 (lines 12–19) involves a number of iterations. Consider an iteration (lines 14–
18) where we are now considering one NLC c j in L . Line 14 finds the intersection arc
between ci and c j by finding the intersection points between the boundaries of ci and c j ,
which can be done in O(1) time (by Lemma 4.3). It is easy to see that lines 15–18 can
be done in O(1) time if we implement Q with a linked list data structure. Since there are
|L| iterations in Step 2, Step 2 takes O(|L|) time. Let m be the greatest number of NLCs
overlapping with an NLC. Since |L| = O(m), the time complexity of Step 2 is O(m).

– Step 3 (lines 20–22) sorts the intersection points in Q according to the angle values,
which can be done in O(|Q| log |Q|) time. The variable initialization in line 22 can be
done in O(1) time. Thus, the time complexity of Step 3 is O(|Q| log |Q|) time. Since
|Q| = O(m), Step 3 takes O(m log m) time.

– Step 4 (lines 23–33) involves a number of iterations. Consider an iteration (lines 25–33)
where we are now considering one intersection point t in Q. It is easy to verify that lines
25–32 take O(1) time when we implement S with the stack data structure. Since there
are |Q| iterations and |Q| = O(m), Step 4 takes O(m) time.

The overall running time of an iteration involving the above four steps is equal to
O(β(|O|) + m + m log m + m) = O(β(|O|) + m log m). Since there are |O| iterations,
Phase 2 takes O(|O| + |O| · (β(|O|)+ m log m)) = O(|O| · β(|O|)+ |O| · m log m) time.
It is easy to verify that Phase 3 (Lines 35-36 of Algorithm 4.1) takes O(1) time.

The overall time complexity of the MaxSegment algorithm is O(|O|α(|P|)+|O|·β(|O|)+
|O| · m log m + 1) = O(|O|α(|P|)+ |O| · β(|O|)+ |O| · m log m) time.

Theorem 4.2 The running time of the MaxSegment algorithm is O(|O|α(|P|)+|O|·β(|O|)+
|O| · m log m).

Next, we give the theoretical bounds on α(·) and β(·).
Given a dataset D of size |D|, α(|D|) corresponds to the time cost of a nearest neighbor

query. In [2], this query can be done in O(log |D|) time with an index with the space of O(|D|)
size by using some data structures like the trapezoidal map over the Voronoi diagram. Thus,
α(|D|) = O(log |D|).

Given a dataset D of size |D|, β(|D|) corresponds to the time cost of a range query.
In [6], this query can be accomplished in O(k + log |D|) time where k is the number of
points/answers returned for the query. Thus, β(|D|) = O(k + log |D|).

We are interested in analyzing the theoretical bound on the running time of the MaxSegment
algorithm if the time complexities of the queries can be theoretically bounded. It is easy to
verify that with some sophisticated implementations described [2,6], the running time of
the MaxSegment algorithm can be simplified to O(|O| log |P| + |O| · (m + log |O|)+ |O| ·
m log m) = O(|O| log |P| + m|O| log m + |O| log |O|) time.

Although α(·) and β(·) can be theoretically bounded as discussed above, in our imple-
mentation, we adopt the R*-tree data structure for the nearest neighbor query and the range
query since it is shown to be efficient in practice and it is commonly used for these queries
although this data structure does not have a good worst-case asymptotic performance.

Storage Complexity: From the algorithm description of MaxSegment, we know the
MaxSegment algorithm needs to store three kinds of storage structures, (1) the R*-tree for
point sets O and P , (2) the list L storing NLCs intersected with one NLC, and (3) the set
Q to store intersection points of all intersection arcs of one NLC. So, the storage cost of the
MaxSegment algorithm is O(Rp + |L| + |Q|) where Rp denotes the size of the R*-tree. In
general, the size of L and the size of Q are small. Since |L| and |Q| are O(m), the storage
complexity can be simplified to O(Rp+m). Thus, the major storage cost of the MaxSegment
algorithm is the cost of storing the R*-tree.
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5 Algorithm extension

We have three kinds of extensions that are described in Sects. 5.1, 5.2 and 5.3.

5.1 Extension to other varied MaxBRNN problems

There are some variations of the MaxBRNN problem, namely MaxBRkNN, Top-t
MaxBRNN, and Top-t MaxBRkNN [26]. Our MaxSegment algorithm can be extended to
these variations.

(1)MaxBRkNN: In the basic MaxBRNN problem, we find a server point p ∈ P that is
the nearest neighbor of a client point o ∈ O. In practice, we may want to search the k
nearest neighbors of a client point instead of the nearest neighbor only. We can give an
extension to find the reverse k-nearest neighbors of a server point p, denoted by k-BRNN
of p. The purpose of the MaxBRkNN problem is to find the optimal region R, such that
a new server p is set up in R, the size of k-BRNN of p is maximized. Our algorithm can
be extended to the MaxBRkNN problem. We only need to construct an NLC according
to the k-th nearest neighbors of o rather than the nearest neighbor of o for each client
point o. In particular, we just need to modify lines 1–4 in Algorithm 4.1 accordingly.
(2)Top-t MaxBRNN: The basic MaxBRNN problem is to find one optimal region with
the greatest size of BRNN. We can make an extension to find t regions that give the
greatest size of BRNN. That is, the top-t MaxBRNN problem is to find t regions with
the greatest influence values with respect to BRNN. Our algorithm can be extended to
the top-t MaxBRNN problem. We need to maintain t regions with the greatest influence
values, rather than maintaining one region with the greatest influence value. In particular,
we only need to modify lines 30–32 in Algorithm 4.1.
(3) Top-tMaxBRkNN: We can combine the above two extensions and achieve the top-t
MaxBRkNN problem. The purpose of top-t MaxBRkNN problem is to find t regions
with the greatest values with respect to k-BRNN instead of BRNN. Our algorithm can
be extended to the Top-t MaxBRkNN problem. We just need to modify lines 1–4 and
lines 30–32 in Algorithm 4.1 together.

5.2 Extension to other metric spaces

The basic algorithm MaxSegment is discussed in the L2-norm space. In this subsection, we
would like to extend our algorithm to another metric space, namely, the L p-norm space. The
Minkowski distance is used in the L p-norm space. Given two n-dimensional space points in
metric space D, q1 = (x1, x2, . . . , xn) and q2 = (y1, y2, . . . , yn), the Minkowski distance

of order p between q1 and q2 is defined as
( ∑n

i=1 |xi − yi |p
) 1

p
. Minkowski distance is

typically used with p being 1 or 2. The latter is the Euclidean distance, while the former is
sometimes known as the Manhattan distance. In the extreme case when p = ∞, we obtain
the Chebyshev distance.

The MaxSegment algorithm is based on an important concept of NLC in the L2-norm
space. Note that there are at most two intersection points between the boundaries of two
NLCs in the L2-norm space and these intersection points are used to find the optimal region.
In the L p-norm space, we can use a similar concept of nearest location region (NLR) [27].
The nearest location region is a generalized concept of the nearest location circle where a
circle can be regarded as a region. The major challenge in the L p-norm space is that there
are an infinite number of intersection points between the boundaries of two overlapping
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Fig. 9 Representation of NLR
arc by angle values

NLRs and thus adopting the MaxSegment algorithm directly in the L p-norm space can be
computationally expensive. However, interestingly, such an infinite number of intersection
points form a fixed number of continuous curves/segments where all intersection points lie
on these curves and each curve has two end points only. In this paper, in the L p-norm space,
we find that it is sufficient to use all endpoints instead of all intersection points to find the
optimal region and thus we can derive an efficient algorithm.

Definition 5.1 (Nearest Location Region) Given a client point o, the nearest location region
of o is defined to be a region such that, for each point q along the boundary of the region,
|o, q| is equal to |o, p| where p is the nearest neighbor of o in P with respect to the metric
space D.

If the metric space D is the L2-norm space, then NLR of a client point o is a circle. If
the metric space D is the L1-norm space, then NLR is a square rotated 45◦ clockwise. If the
metric space D is the L∞ -norm space, then NLR is a square. Similar to the L2-norm space,
there exist the following properties of NLR.

Property 5.1 [27] The region R returned by the MaxBRNN query in a metric space D can
be represented by an intersection of multiple NLRs.

Property 5.2 [27] If an NLR covers another NLR, the boundaries of the two NLRs must
share at least one point.

For the sake of consistency with the L2-norm space, we re-use the term of arc to denote
such overlapping edges in the L p-norm space. Here, an arc corresponds to the continuous
edge that is along the boundary and formed by two endpoints of two overlapping NLRs.

Similar to the L2-norm space, we can map the endpoints of an edge into the angle values.
Then we can represent an arc by the angle values. Similarly, the angle values are also computed
in an anti-clockwise direction. For example, intersection arc e1 in Fig. 9 can be represented
by the angle values, such as, e1 = (340◦, 60◦), which need to be split into two intersection
arcs (340◦, 360◦) and (0◦, 60◦).

Thus, the related lemmas on an arc in the L2-norm space can also be extended to the
L p-norm space. It is easy to see Lemmas 4.1, 4.2, and 4.3 also hold in the L p-norm space if
we consider NLR instead of NLC. For the sake of convenience, we re-state those lemmas in D

as follows. The corresponding Lemma 4.1, Lemma 4.2, and Lemma 4.3 become Lemma 5.1,
Lemma 5.2, and Lemma 5.3, respectively.
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Lemma 5.1 Given an NLR and its intersection arcs owned by this NLR, we can find the
greatest influence value of an arc by scanning the endpoints of all intersection arcs of a given
NLR.

Lemma 5.2 Let C be a set of NLRs whose intersection corresponds to the optimal region R
returned by a MaxBRNN query. Then, R contains at least an optimal arc along the boundary
of a certain NLR (i.e., the arc with the greatest influence value).

With elementary mathematics, it is easy to verify the following Lemma 5.3.

Lemma 5.3 The computation of the end points of all arcs owned by a given NLR but eclipsed
by another NLR takes O(1) time.

Algorithm 4.1 can also be re-used for the L p-norm space. Assume that each NLR is
intersected with at most m other NLRs. The running time of the MaxSegment algorithm for
the L p-norm space is also the same as that in the L2-norm space.

Theorem 5.1 The running time of the MaxSegment algorithm for the L p-norm space is
O(|O|log|P| + m|O|log m + |O|log|O|).
5.3 Extension to three-dimensional space

In this subsection, we would like to extend the MaxSegment algorithm in the L2-norm for
the two-dimensional space to a three-dimensional space.

In the two-dimensional space, the correctness of the MaxSegment algorithm depends on at
least two concepts. The first concept is that the optimal region in the two-dimensional case can
be represented by the intersection of multiple NLCs. The second concept is that all the arcs
each of which is generated by the boundaries of two overlapping NLCs can be used to find the
optimal region. In the three-dimensional space, we adapt the above two concepts due to some
differences between the two-dimensional case and the three-dimensional case. For the first
concept, in the three-dimensional case, we propose a new concept of nearest location spheres
(NLSs). Thus, the optimal region can be represented by the intersection of multiple NLSs
instead of NLCs. We can regard that an NLS has the same meaning as NLC in the context
of the three-dimensional case. The surface of an NLS in the three-dimensional case can be
regarded as the boundary of an NLC in the two-dimensional case. In the following, for the
sake of consistency, when we write the boundary of a sphere (or NLS), we mean the surface of
this sphere. For the second concept, in the three-dimensional case, consider two overlapping
NLSs. In this three-dimensional case, the boundaries of these two overlapping NLSs generate
a circle instead of an arc that can be generated by two NLCs in the two-dimensional case. We
will elaborate how the circle is generated later. In the following, interestingly, we find that
three overlapping NLSs can generate an arc in this three-dimensional case setting. Based on
all arcs generated by any three overlapping NLSs, we can find the optimal region accordingly.
We will explain this later in this section.

In the following, we give the formal definition.

Definition 5.2 Given a client point o, the NLS of o is defined to be a region such that for
each point q along the boundary of the region, |o, q| is equal to |o, p| where p is o’s nearest
neighbor in P in a three-dimensional space.

Based on the concept of NLS, we have the following properties.

Property 5.3 [27] The three-dimensional space region R returned by the MaxBRNN query
in a three-dimensional space can be represented by an intersection of multiple NLSs.
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Fig. 10 An example showing intersection arcs in a three-dimensional space

Property 5.4 [27] If an NLS covers another NLS, the boundaries of the two NLSs must share
at least one point.

Consider the Cartesian coordinate system. Assume that NLS s is centered at coordinate
(a, b, c) with radius r . Then, the boundary of s can be expressed as a set of point (x, y, z) as
{(x, y, z)|(x − a)2 + (y − b)2 + (z − c)2 = r2}, and the insider of s can be expressed as a
set of point (x, y, z) as {(x, y, z)|(x − a)2+ (y− b)2+ (z− c)2 < r2}. The NLS s itself can
be expressed as a set of point (x, y, z) as {(x, y, z)|(x − a)2 + (y − b)2 + (z − c)2 ≤ r2}.
We say that a point q is covered by NLS s, if q is on the boundary of NLS s or q is inside
NLS s. We say that arc e is covered by NLS s if each point on e is covered by NLS s.

In a three-dimensional space, the intersection arc is based on three NLSs. Suppose that
we are given three NLSs, s1, s2, and s3, each of which overlaps with the other two NLSs.
The intersection of the boundaries of two three-dimensional NLSs s1 and s2 (as shown in
Fig. 10a) would generate a circle, c12, which is on a plane denoted by α (see Fig. 10b).
Circle c12 is called the (s1, s2)-circle and plane α is called the (s1, s2)-plane. We say that
this plane α is generated from the two NLSs, s1 and s2. The plane α intersects with another
three-dimensional NLS s3 and generates a circle c3 that is also on the plane α (see Fig. 10c).
Circle c3 is called the s3-circle on plane α. Similarly, we say that this circle is eclipsed by
the NLS s3 (or the circle c3 on the plane). Now, we have two circles c12 and c3 (on the plane
α), which have a similar scenario as those in the two-dimensional case. Both circles c12 and
c3 generate intersection arcs on the plane α (see Fig. 10d). The detailed computation of the
(s1, s2)-plane, the (s1, s2)-circle, and s3-circle on a plane in a three-dimensional space is
given in the “Appendix”.

In Fig. 10, given three overlapping NLSs, namely s1, s2, and s3, we know that we can
form intersection arcs when we first consider the intersection between two NLSs s1 and s2

(as shown in Fig. 10a, b) and then consider the intersection between the plane generated from
the previous intersection and the third NLS s3 (as shown in Fig. 10c, d). It is noted that there
is an ordering of processing the three NLSs. In general, we consider all possible orderings
for any three NLSs. For example, one possible ordering of processing is that we can first
consider the intersection between s2 and s3 and then consider the intersection between the
plane generated from the previous intersection and the remaining NLS s1.

Besides, given three overlapping NLSs and a particular ordering to process these three
overlapping NLSs, we can generate the intersection arcs as shown in Fig. 10d. Let A be a
set of all possible intersection arcs generated by the overlapping NLSs with any processing
orderings.

In the following, we will first prove that the optimal region R returned by the MaxBRNN
query in a three-dimensional space contains at least the arc in A that is covered by the greatest
number of NLSs. Next, we will introduce how to find the optimal region R formed by the arcs.

Lemma 5.4 Let C be a set of NLSs whose intersection corresponds to the optimal region R
returned by a MaxBRNN query. Then, R contains at least an arc a ∈ A that is covered by
the greatest number of NLSs.
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Proof There are two cases.

(1) Suppose that C contains only one NLS, which means that the optimal solution comes
from a single NLS without any overlap or intersection with other NLSs. The optimal
region R is the single NLS with the greatest influence value (i.e., the greatest weight)
among all NLSs. Any arc along the boundary of this NLS is the optimal arc contained
by region R. This lemma holds.

(2) Suppose that C contains more than one NLS. Assume that NLSs are s1, s2, . . . sn where
n ≥ 2. It is easy to know the influence value of R is equal to

∑n
i=1 w(si ). According to

Property 5.3, we can assume that R = s1 ∩ s2 ∩ · · · ∩ sn . Then, we have a set of points
R′ = {q|q ∈ B(si )∩B(s j ), and q ∈ s1∩s2∩· · ·∩si−1∩si+1∩· · ·∩s j−1∩s j+1∩· · ·∩sn}
where i < j, B(si ) and B(s j ) denote the set of points along the boundaries of si and s j ,
respectively. From the expression of points of an NLS, it is easy to know B(si ) ⊆ si and
B(s j ) ⊆ s j . Thus, we have R′ ⊆ R. From Property 5.4, we can know that there is no such
case that the area of one NLS is inside the area of another NLS (i.e., covering relationship)
but the boundaries of both NLSs do not share any points. So we have R′ �= ∅ . In other
words, if there is an optimal three-dimensional region R, then we can always find the
subset of R, R′. It is obvious that the influence value of R′ is equal to that of R since
the optimal region R is consistent. Intuitively, the intersection of boundaries of si and s j ,
namely, B(si ) ∩ B(s j ), would generate a (si , s j )-circle on a two-dimensional (si , s j )-
plane. So R′ is constructed by the intersection of the boundary of the (si , s j )-circle with
other three-dimensional NLSs. The intersection of the boundary of a (si , s j )-circle and a
three-dimensional NLS would generate an intersection arc a ∈ A, as shown in Fig. 10. It
is easy to know that the influence value of intersection arc a is also equal to

∑n
i=1 w(si ).

So the optimal region R covers an optimal arc. This lemma holds. ��

Lemma 5.4 tells us that we can transform the MaxBRNN problem in a three-dimensional
space into a two-dimensional arc search. That is, we can map the intersection points of
intersection arcs into different angle values. Then, we can scan all the intersection points
to find the optimal arc with the greatest influence value. The MaxSegment algorithm in a
three-dimensional space includes the following three major phases.

Phase 1: Construct NLSs for a given dataset.
Phase 2: Construct all possible intersection arcs for each NLS and find the influence value

of each arc. In particular, for each NLS s, we do the following two steps.

Step 1: Find all the other NLSs intersected with s.
Step 2: For each NLS s′ intersected with s, we do the following steps.

Step 2a: Construct the (s, s′)-circle, says c, and the (s, s′)-plane, says α.
Step 2b: For each NLS s′′ such that the s′′-circle on plane α, says c′′, intersects with c,

compute all intersection points between c and c′′ and construct intersection arcs
along the boundary of c

Step 2c: Sort intersection points (i.e., head or tail) of all intersection arcs of c according
to the angle values

Step 2d: Scan all intersection points of c to update the influence values of arcs along the
boundary of c accordingly.

Phase 3: Return the arc with the greatest influence value (among all arcs generated) and
the set of NLSs covering this arc (where the intersection of all NLSs of this set
corresponds to the optimal region).
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The detailed description of the above three phases can be found in Algorithm 5.1. Similar
to the two-dimensional case, we denote the NLS centered at client point oi ∈ O by si for
i ∈ [1, |O|].
Algorithm 5.1 The MaxSegment algorithm in a three-dimensional space
1: // Phase 1
2: for each client point o ∈ O do
3: search the nearest neighbor of o in P , says p
4: construct an NLS s, centered at o with radius |o, p|
5: end for
6: // Phase 2
7: choose the NLS s with the largest w(s)
8: initialize Max I n f ← w(s) and Max S← {s}
9: for i = 1 to |O| do

10: // Step 1
11: find all NLSs intersected with NLS si and store them into list L
12: // Step 2
13: for each NLS s j ∈ L do
14: // Step 2a
15: compute the (si , s j )-circle, says ci j , and the (si , s j )-plane, says α,
16: // Step 2b
17: find all NLSs such that each of these NLSs, says sk , has its sk-circle on plane α, which

intersects with ci j and store them into list M
18: for each NLS sk ∈ M do
19: generate intersection arc e = (q1, q2) where q1 and q2 are the intersection points

between the boundaries of ck and ci j , and assign both q1.N L S and q2.N L S with sk

20: if q1 > q2 then
21: generate two sub-intersection arcs e1 = (q1, 360◦) and e2 = (0◦, q2)

22: end if
23: store intersection points of the generated intersection arcs into Q
24: end for
25: // Step 2c
26: sort the intersection points in Q according to their angle values
27: initialize I n f ← w(si )+ w(s j ) and S← {si , s j }
28: // Step 2d
29: for each intersection point t ∈ Q do
30: if t is the head of an arc then
31: I n f ← I n f + w(t.N L S), S← S ∪ {t.N L S}
32: else if t is the tail of an arc then
33: I n f ← I n f − w(t.N L S), S← S − {t.N L S}
34: end if
35: if I n f > Max I n f then
36: Max I n f ← I n f , Max S← S
37: end if
38: end for
39: end for
40: end for
41: // Phase 3
42: return Max I n f and Max S
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Next, we give the theoretical analysis on the time complexity and the space complexity
of the MaxSegment algorithm.

Time Complexity: Given two NLSs s and s′, the computation of the (s, s′)-circle and the
computation of the (s, s′)-plane are given in the “Appendix”. From this computation, it is
easy to verify that Lemma 5.5 holds.

Lemma 5.5 Given two NLSs s and s′, the computation of the computation of the (s, s′)-circle
and the computation of the (s, s′)-plane in a three-dimensional space takes O(1) time.

We analyze the running time of MaxSegment in a three-dimensional case. In the following
analysis, we also use the two notations, namely α(·) and β(·). But, the context is based on
the three-dimensional case instead of the two-dimensional case.

Consider Phase 1 (Lines 1–5 of Algorithm 5.1). Similar to the two-dimensional case,
Phase 1 takes O(|O|α(|P|)) time.

Consider Phase 2 (Lines 6–40 of Algorithm 5.1). Lines 7–8 take O(|O|) time. There are
|O| iterations in lines 9–40. Consider an iteration (lines 10–39) which involves two steps for
one NLS si .

– Similar to the two-dimensional case, Step 1 (lines 10–11) takes O(β(|O|)) time.
– Step 2 (lines 12–39) involves a number of iterations. Consider an iteration (lines 14–38)

where we are now considering one NLS s j in L .

• Step 2a (lines 14–15) finds the (si , s j )-circle, says ci j , and the (si , s j )-plane, says α,
which takes O(1) time by Lemma 5.5.
• Note that the number of NLSs each of which is denoted by sk and has its sk-circle on plane

α, which intersects with ci j is O(m). Similar to the two-dimensional case, Step 2b (lines
16–24), Step 2c (lines 25–27), and Step 2d (lines 28–38) take O(m) time, O(m log m)

time and O(m) time, respectively.

There are O(m) iterations in Step 2 and thus Step 2 takes O(m · (1+m +m log m +m)) =
O(m2 log m) time.

The time complexity of executing Step 1 and Step 2 for an iteration in Phase 2 is
O(β(|O|) + m2 log m) time. Note that there are |O| iterations in Phase 2. Thus, Phase 2
takes O(|O| + |O| · (β(|O|) + m2 log m)) = O(|O|β(|O|) + |O|m2 log m) time. It is easy
to verify that Phase 3 (Lines 41–42 of Algorithm 5.1) takes O(1) time.

The overall time complexity of the MaxSegment algorithm is O(|O|α(|P|)+|O|β(|O|)+
|O|m2 log m + 1) = O(|O|α(|P|)+ |O|β(|O|)+ |O|m2 log m) time.

Theorem 5.2 The running time of the MaxSegment algorithm is O(|O|α(|P|)+|O|β(|O|)+
|O|m2 log m).

It is easy to verify that with some sophisticated implementations described [2,6], the
running time of the MaxSegment algorithm can be simplified to O(|O| log |P| + |O|(m +
log |O|)+ |O|m2 log m) = O(|O| log |P| + |O| log |O| + |O|m2 log m) time.

Similar to the two-dimensional case, due to the popular usage of the R*-tree data structure
for the nearest neighbor query and the range query, in our implementation, we adopt the R*-
tree data structure for the queries.

Storage Complexity: Similar to Algorithm 4.1, the storage cost of the MaxSegment algo-
rithm in a three-dimensional space is O(Rp+|L|+ |Q|+ |M |) where Rp denotes the size of
the R*-tree. Note that |M | is the greatest number of NLSs intersected with a circle generated
by a pair of two NLSs. In general, the sizes of L , Q, and M are small. Since |L| = O(m),
|Q| = O(m) and |M | = O(m), the storage complexity can be simplified to O(Rp + m).
Thus, the major storage cost of Algorithm 5.1 is the cost of storing the R*-tree.
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6 Experimental results

In this section, we perform a set of experiments to verify the efficiency of our solution. The
algorithms were implemented in C/C++ and the experiments were executed on a PC with an
Intel 2.13 GHz CPU and 3 GB memory.

We conducted the experiments on both real and synthetic datasets. The real datasets are
available at http://www.rtreeportal.org/spatial.html. We deploy four real datasets called CA,
LB, GR, and GM, which contain two-dimensional points representing geometric locations in
California, Long Beach Country, Greece, and Germany, respectively. The sizes of the datasets
are summarized in Table 1. For datasets containing rectangles, we transform them into points
by taking the centroid of each rectangle. For each dataset, each dimension of the data space
is normalized to range [0, 10,000]. Since our problem involves two datasets, namely P and
O, we generated four sets for real datasets, namely CA-GR, LB-GR, CA-GM, and LB-GM,
representing (P, O) = (CA,GR), (LB,GR),(CA,GM), and (LB,GM), respectively.

Following the setting in [26], in the synthetic datasets, we create point set P following
Gaussian distribution and point set O following Zipfian distribution. The coordinates of each
point are generated in the range [0, 10,000]. In point set P , each coordinate follows Gaussian
distribution where the mean and the standard deviation are set to 5,000 and 2,500, respectively.
In point set O, each coordinate follows Zipfian distribution skewed toward origin O where
the skew coefficient is set to 0.8. All coordinates of each point are generated independently.
We created two-dimensional and three-dimensional points in our experiments.

The weight of each client point in both real datasets and synthetic datasets is set to 1 in
the following experimental results. We also conducted experiments where the weight of each
client point is any positive integer. Since the results are similar, for the interest of space, we
only reported the results when the weight is equal to 1. In the experiments, we focus on the
study of top-t MaxBRkNN since it is more general than MaxBRNN, MaxBRkNN, and top-t
MaxBRNN. There are two parameters in the top-t MaxBRkNN problem, namely k and t .
The parameter k is the parameter used in the k-th nearest neighbor of a client point o for the
top-t MaxBRkNN problem. The parameter t is the parameter used in determining t regions
with the greatest influence values with respect to BRkNN.

MaxOverlap [26] is the best-known algorithm for the MaxBRNN problem, which is
100,000 times faster than Arrangement [3,4] when the size of O is 250. Since the MaxOverlap
algorithm is better than other algorithms both in terms of the running time and the storage cost,
we just compare our proposed algorithm with the MaxOverlap algorithm in the experiments.

As indicated earlier, we adopt an R*-tree as an indexing structure for the nearest neighbor
search and the k-th nearest neighbor search where the node size is fixed to 1 K byte. The
maximum number of entries in a node is equal to 50 and 36 for the dimensionality equal to 2
and 3, respectively. We set the minimum number of entries in a node to be equal to half of the
maximum number of entries. In the experiments, we study the effect of dataset cardinality,
k and t in terms of two measurements: (1) execution time, and (2) storage.

Table 1 Summary of the real
datasets

Dataset Cardinality

CA 62,556
LB 53,145
GR 23,268
GM 36,334
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6.1 Performance in two-dimensional case

In the experiments, the default values for the sizes of O and P are given in Table 2.

6.1.1 Effect of cardinality

Figure 11a, b are the results on synthetic datasets in which the size of O varies from 20,000 to
180,000 and the size of P is equal to 2|O|. Figure 11a shows that our MaxSegment algorithm
is faster than the MaxOverlap algorithm in all cases. As the cardinality increases, the running
time of both algorithms also increases. When the size is 180K, the execution time of the
MaxOverlap algorithm is 4,500 s while the MaxSegment algorithm is 70 s, which means that
the MaxSegment algorithm is 60 times faster than the MaxOverlap algorithm.

Both the MaxOverlap and MaxSegment algorithms use the R*-tree to index spatial data.
Besides, the MaxOverlap algorithm needs to maintain an overlap table for all points of P ,
and the size is O(|O|m). Instead of the overlap table, the MaxSegment algorithm uses a
temporary list to store all intersection points of intersection arcs for an NLC. The size of
the temporary list is relatively small and is equal to O(m) where m is the greatest number
of intersecting NLCs. Figure 11b shows that the MaxSegment algorithm needs less memory
than the MaxOverlap algorithm.

6.1.2 Effect of k

As shown in Fig. 12a, the execution times of both the MaxOverlap and MaxSegment
algorithms increase with k. That is because as k increases, the radius of an NLC increases,
and it is more likely that an NLC for a client point overlaps with another NLC, which makes
the influence value larger. The experiment shows that the increase in the execution time of
MaxSegment is smaller than that of MaxOverlap when k increases. So, the MaxSegment

Table 2 Default cardinalities in
synthetic datasets

Dataset Default value

|O| 50K
|P| 100K

Fig. 11 Effect of cardinality (synthetic datasets). a Execution time, b storage
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Fig. 12 Effect of k (synthetic datasets). a Execution time, b storage

algorithm is much scalable with respect to k. Figure 12b shows that the storage of the
MaxSegment algorithm is almost unchanged whereas the MaxOverlap algorithm increases
when k increases. That is because k is independent of the R*-tree storage. While k becomes
larger, the R*-tree storage remains the same, and the increased storage of the MaxSegment
algorithm is very small and can almost be omitted. On the other hand, with the increase of
k, the overlap table of the MaxOverlap algorithm becomes larger as there are more inter-
sected NLCs. So, the MaxSegment algorithm needs less storage space than the MaxOverlap
algorithm.

6.1.3 Effect of t

We conducted experiment with t values of 1, 5, 10, and 15. The execution time and the
storage remain nearly unchanged for both the MaxSegment and MaxOverlap algorithms
when t changes. That is because we simply keep a queue to store the information about the
first t-th greatest values and the cost of storing this queue is very insignificant compared with
the overall storage cost.

6.1.4 Effect of real datasets

We conducted experiments on the four sets of real datasets, namely CA-GR, LB-GR, CA-
GM, and LB-GM. The results are similar to the synthetic datasets. Figure 13 shows the
experimental results when we vary k for dataset CA-GM. Figure 14 shows the experimental
results when we vary t for dataset CA-GM. For dataset CA-GR, Fig. 15 shows the results
when we vary k, and Fig. 16 shows the results when we vary t .

6.2 Performance in the L1-norm

In the previous section, we conducted experiments in the L2-norm space. In Sect. 5, we
introduce how to extend the MaxSegment algorithm to other metric spaces. In this section,
we choose the L1-norm metric, one of the L p-norm metric spaces, to study the algorithm
performance. The reason why we choose the L1-norm metric is that the L1-norm metric is
a well-known metric. In the L1-norm metric, we compared the MaxSegment algorithm with
the MaxOverlap algorithm on synthetic and real datasets. In the synthetic dataset, the size of
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Fig. 13 Effect of k (CA-GM). a Execution time, b storage

Fig. 14 Effect of t (CA-GM). a Execution time, b storage

O varies from 20K to 100K. In the real dataset, we use the CA-GR dataset where the size of
O is 20K. In both synthetic and real datasets, the size of P is equal to 2|O|.

Figure 17 shows the execution times of the MaxSegment algorithm and the MaxOverlap
algorithm for the synthetic dataset when we vary the cardinality of the dataset, the value
of k and the value of t , respectively. Figure 18 shows the execution times for real dataset
CA-GR. As shown in these figures, the performance of the MaxSegment algorithm and the
MaxOverlap algorithm in the L1-norm is very similar to that in the L2-norm. That is, the
algorithm execution time increases when either the cardinality size or k increases, but it is
not sensitive to t . In both synthetic and real datasets, the MaxSegment algorithm is faster than
the MaxOverlap algorithm.

6.3 Performance in three-dimensional case

Figure 19 shows the results in the three-dimensional space, which are similar to those in the
two-dimensional space. As shown in these figures, the MaxSegment algorithm is better than
the MaxOverlap algorithm in the experiments in regard to the cardinality of dataset, t and k.
As the cardinality of dataset or k increases, the execution time of both algorithms increases.
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Fig. 15 Effect of k (CA-GR). a Execution time, b storage

Fig. 16 Effect of t (CA-GR). a Execution time, b storage

Fig. 17 Execution time for the L1-norm experiments (synthetic datasets). a Effect of cardinality, b effect
of k, c effect of t

Compared with the MaxOverlap algorithm, the increase of the MaxSegment algorithm is
smaller. In addition, both algorithms are not sensitive to t . It is noted that, in Fig. 19a,
the execution time of the MaxOverlap algorithm in the three-dimensional space is smaller
than that in the two-dimensional space with the same cardinality (Please see Fig. 11a). It is
because the NLSs scatter sparsely in a higher dimension, which reduces the number of NLSs
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Fig. 18 Execution time for the L1-norm experiments (CA-GR). a Effect of k, b effect of t

Fig. 19 Execution time for the three-dimensional case (synthetic datasets). a Effect of cardinality, b effect
of k, c effect of t

intersected with an NLS. In this synthetic dataset, the influence value in the three-dimensional
space is almost smaller than 100 whereas the influence value in the two-dimensional is several
thousands.

7 Conclusion

In this paper, we studied the MaxBRNN problem and proposed a new approach called the
MaxSegment algorithm in the case of the L2-norm for a two-dimensional space. Then, we
extended our algorithm to other variations of the MaxBRNN problem with the consideration
of other metric spaces and a three-dimensional space. Finally, we constructed a set of exper-
iments to compare our proposed algorithm with the existing MaxOverlap algorithm on both
real and synthetic datasets. The experimental results verified the efficiency of our proposed
approach. In the future, we would like to study further on MaxBRNN in a higher dimen-
sional space. We would like to consider MaxBRNN in road network databases. One possible
direction is to consider how to start a new service by considering a number of trajectories
instead of static points [17].
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8 Appendix: Computation of (s1, s2)-circle, (s2, s2)-plane and s3-circle on plane
in a three-dimensional space

In Sect. 5.3, given three NLSs, namely s1, s2, and s3 as shown in Fig. 10, we describe the
concepts of the (s1, s2)-circle, the (s2, s2)-plane, and the s3-circle on a plane. In this section,
we describe how we compute these three concepts.

How to Compute (s1, s2)-Circle: In the following, we want to describe a method to compute
the (s1, s2)-circle given two NLS s1 and s2.

Assume NLS s1 centered at o1(x1, y1, z1) with radius r1 and NLS s2 centered at
o2(x2, y2, z2) with radius r2. Then, we would have the following equations.

(x − x1)
2 + (y − y1)

2 + (z − z1)
2 = r2

1 (1)

(x − x2)
2 + (y − y2)

2 + (z − z2)
2 = r2

2 (2)

From Eqs. (1) and (2), we have:−2x(x1− x2)+ (x2
1 − x2

2 )− 2y(y1− y2)+ (y2
1 − y2

2 )−
2z(z1 − z2)+ (z2

1 − z2
2) = r2

1 − r2
2 Next, we have

x(x1 − x2)+ y(y1 − y2)+ z(z1 − z2) = r2
1 − r2

2 + x2
2 + y2

2 + z2
2 − x2

1 − y2
1 − z2

1

−2
(3)

We assume that the (s1, s2)-circle c12 is centered at o12(x12, y12, z12) with radius r12. In
the following, we need to compute the coordinates of the three-dimensional point o12 and the
radius r12. Since the point o12 is along the line segment between o1 and o2, we can assume
that −−−→o1o12 = λ

−−→o1o2, (0 < λ < 1). Then, we have

(x1 − x12, y1 − y12, z1 − z12) = λ(x1 − x2, y1 − y2, z1 − z2) (4)

That is,

x12 = x1 + λ(x2 − x1), y12 = y1 + λ(y2 − y1), z12 = z1 + λ(z2 − z1) (5)

Since the point o12(x12, y12, z12) is on the plane α, we can put x12, y12 and z12 in Eq. (5)
into Eq. (3) (i.e., replacing x , y, z, respectively). Then, we have

(x1 + λ(x2 − x1))(x1 − x2)+ (y1 + λ(y2 − y1))(y1 − y2)

+(z1 + λ(z2 − z1))(z1 − z2)

= r2
1 − r2

2 + x2
2 + y2

2 + z2
2 − x2

1 − y2
1 − z2

1

−2

Next, we have λ = r2
1−r2

2
2(x2−x1)2 + 1

2 . Then, we put λ into Eq. (5) and compute the coordinates
of the three-dimensional point o12. That is,
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Fig. 20 A sectional drawing for
s1, s2 and c12

Fig. 21 The computation for the circle c3

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

x12 = x1 +
(

r2
1−r2

2
2(x2−x1)2 + 1

2

)

(x2 − x1)

y12 = y1 +
(

r2
1−r2

2
2(x2−x1)2 + 1

2

)

(y2 − y1)

z12 = z1 +
(

r2
1−r2

2
2(x2−x1)2 + 1

2

)

(z2 − z1)

(6)

where o1(x1, y1, z1), o2(x2, y2, z2), r1, and r2 are known.
The radius r12 can be computed as follows. As shown in Fig. 10a, we can easily image

the following sectional drawing in Fig. 20 for NLS s1, NLS s2, and circle c12. So, we have

r12 =
√

r2
1 − |o1o12|2 =

√
r2

1 − λ2|o1o2|2, where o1, o2, r1 and λ are known. Thus, we
derive the (s1, s2)-circle.

It is easy to verify that the above computation of the (s1, s2)-circle takes O(1) time.
How to Compute (s1, s2)-Plane and s3-Circle: In the following, we describe how to

compute the (s1, s2)-plane, says α, and the s3-circle on plane α, says c3.
Assume that NLS s3 is centered at o3(x3, y3, z3) with radius r3. Assume the center of circle

c3 in the three-dimensional space is oc3(xc3, yc3, zc3) and its radius is rc3. From Fig. 10, it
is easy to know that both points o12 and oc3 are on the plane α. We can build a coordinate
system, XαYα , on the two-dimensional plane α whose origin is o12. The relationship between
the three-dimensional space and the two-dimensional plane α can be shown in Fig. 21. From
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Fig. 21, we can know the coordinates of point oc3 in the two-dimensional space (Xα, Yα)

correspond to u and v, respectively. Before computing u and v, we need to find the vectors−→
Xα and

−→
Yα that correspond to the axes of the coordinate system on the two-dimensional plane

α. From Fig. 10a, we can know the normal vector
−→
N = −→o2 −−→o1 to the plane α. That is, we

have
−→
N = (x2 − x1, y2 − y1, z2 − z1). This normal vector can denote the (s1, s2)-plane.

Next, we construct two vectors as follows.
{

Xα = (y2 − y1, x1 − x2, 0)

Yα =
( −(x2−x1)(z2−z1)

(x2−x1)2+(y2−y1)2 ,
−(y2−y1)(z2−z1)

(x2−x1)2+(y2−y1)2 , 1
) (7)

It is easy to verify the vectors
−→
Xα ,
−→
Yα , and

−→
N are perpendicular to each of the other two

vectors. Then, we can take
−→
Xα and

−→
Yα as the axes of the coordinate system on the two-

dimensional plane α. It is also easy to know that−−−→oc3o3 = ϕ
−→
N , where ϕ is a real number and−→

N is the normal vector to the plane α. Then, we have the following Eq. (8) in which xN , yN ,

and zN denote the vector components of vector
−→
N , respectively.

x3 − xc3 = ϕxN , y3 − yc3 = ϕyN , z3 − zc3 = ϕzN (8)

Since −−−→o12oc3 ⊥ −→N ,we have (xc3 − x12)xN + (yc3 − y12)yN + (zc3 − z12)zN = 0. Next, we
can replace xc3, yc3 and zc3 using Eq. (8).

Then, we have ϕ = xN (x3−x12)+yN (y3−y12)+zN (z3−z12)

x2
N+y2

N+z2
N

. Next, we put ϕ into Eq. (8) and have

oc3(xc3, yc3, zc3). That is,
⎧
⎨

⎩

xc3 = x3 − ϕxN

yc3 = y3 − ϕyN

zc3 = z3 − ϕzN

(9)

where x3, y3, z3, xN , yN , zN , and ϕ are known. From Fig. 21, we have u, v and the radius of
c3 as follows.

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

u = |o12oc3| · cos θ = −−−→o12oc3·−→Xα|Xα |
v = |o12oc3| · sin θ = −−−→o12oc3·−→Yα|Yα |
rc3 =

√
r2

3 − |o3oc3|2
(10)

where r3, o3, oc3,
−→
Xα and

−→
Yα are known. Thus, we derive the s3-circle.

It is easy to verify that the computation of the (s1, s2)-plane and the s3-circle takes O(1)

time.
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