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Abstract—There are a bulk of studies on proposing algorithms | n-ter-na tIO n-a |
for composing the melody of a song automatically with algo-
rithms, which is known as algorithmic composition. To the best of
our knowledge, none of them took the lyric into consideratia for
melody composition. However, according to some recent stigk, Fig. 1. Tones of the word “International” (from merriam-veéér dictionary)

within a song, there usually exists a certain extent of cordation )
between its melody and its lyric. In this demonstration, we frequency, the second one should sound with a lower frequenc

propose to utilize this type of correlation information for melody ~and the non-stress should sound with the least frequency. In
composition. Fas?g on (tjh'g 'dlef% we dlezlgn a new me|'|°‘;yFigure 1, we can see that the third syllable correspondseto th
composition algorithm and develop a melody composer called ,imary stress, the first syllable corresponds to the seargnd
T-Music which employs this composition algorithm.
Index Terms—frequent pattern mining, probabilistic automa- ~ Stress and each of the other syllables corresponds to the non
ton, melody composition stress. Tones appear in many languages in the world in additi
to English. In Mandarin, there are four or five tones and each

[. INTRODUCTION word has only one syllable. In Cantonese, there are six tones
Algorithmic compositior1] refers to the process of com-and each word also has only one syllable. Other languages
posing the me|0dy of a song automatica”y by a|gorithm§\_/ith tones include Thai Ianguage and Vietnamese, etc.
Many approaches were proposed for algorithmic composition Some recent studies [6, 7] found that the lyric-note corre-
Some representative approacheshagkov model§2], gener- lation is very common in songs. [6] studied how to use this
ative grammarg3], transition networkg4] and Genetic algo- correlation for a foreigner to learn a new language. [7] stdd
rithm [5]. [1] gives a comprehensive survey on the approachw statistical information about this correlation. Hoeguo

\in-tar-'na-sh-nal\

for algorithmic composition. the best of our knowledge, none of these existing studies use
When a lyric is present in a song, algorithmic compositioliiis correlation for algorithmic composition. _ _
should consider not only theemporal correlationamong all  In this paper, we study the following problem. Given a lyric

notes (or sounds) of the melody in the song but alsdythie-  written in a language with different tones, we leverage the
note correlationbetween the notes and the lyrics in the sondyric-note correlation for melody composition and devetp
Most of the existing approaches only focused on the temporaglody composer calle@-Music There are two phases in T-
correlation but no lyric-note correlation because theyyonMusic. The first phase is a preprocessing phase which first
studied algorithmic composition when a lyric &sentin a finds lyric-note correlations based on a database contaain
song. lot of existing songs each of which involves both its melody
The lyric-note correlation corresponds to the correlaticand its lyric by performing drequent pattern miningask on
between thechanging trendof a sequence of consecutivethis database. Then, based on the lyric-note correlatmmsd,
notes and thechanging trendof a sequence of consecutivet builds aProbabilistic Automatori8] (PA). The second phase
(corresponding) words. The changing trend of a sequencei®fa melody composition phase which generates a melody
notes corresponds to a series mifch differencesbetween given a lyric by executing the PA generated in the first phase.
every two adjacent notes since each note has its pitch (of-Music has two obvious advantages over the existing algo-
its frequency). The changing trend of a sequence of wortiimic composition methods which do not consider the lyric
corresponds to a series twine differencebetween every two tone correlation. First, T-Music enjoys a richer knowledge
adjacent syllable since each syllable hagdtse For example, source for melody composition. T-Music utilizes not only an
the English word “international” has 5 syllables. Besidem;h  existing song database as most existing methods did, but als
syllable is spoken in one of the three kinds sifessesor utilizes the tone information of the given lyric. Second, T-
tones namely theprimary stress the secondary stressnd Music is more user-friendly. Since a user who does not have
the non-stressThe primary stress should sound with a highenuch knowledge about music does not know how to choose
the suitable melody composition algorithm. From a user's

fThe scope of this paper is related to frequent pattern minimich  perspective, it is more understandable to obtain a melodyng
matches two of the topics in the research track, namely “DMtaing the Ivri itten by him/h
and Knowledge Discovery: Algorithms” and “Data Mining anddwledge e lync written by him/her.

Discovery: Applications”. The contributions of this demonstration are as followsstir



Song
Database

[Tone Look-u i

o) S [ —
melody — PPhase |
lyric —> Are you go-ing to Scar -bor-ough Fair? !

Tone Extraction

l

the idea of utilizing the lyric-note correlation for algtimnic | Frequent Pattern
composition is new. Second, based on this idea, we design a Mining
new algorithm for melody composition and develop a melody !
composer T-Music, which automatically generates a melody;
according to esthetic criteria. j

In this demonstration, we first introduce our design of
melody composition system employed by T-Music in Sec- Fig. 3. Architecture of T-Music
tion Il. Then, we present our melody composer T-Music
Section Ill. We conclude our demonstration with some futu
directions in Section V.
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Fig. 2. A fragment of song (Scarborough Fair)
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|Beased on alls-sequences found. Here, the frequent patterns
corresponds to the lyric-note correlation. A detailed dedin

of these frequent patterns will be given later. Then, itdsih

Il. DESIGN Probabilistic Automaton (PAbased on these frequent patterns.

In this section, we introduce the design of T-Music. In Phase II, we are also given the same tone look-up table
and an input lyric written in a language. T-Music extracts

A. Background Knowledge the tone sequence from the input lyric via a Tone Extraction

As we described before, each syllable is associated wittutlity. Then, it performs the Melody Composition process b

tone. LetT be the total number of tones. In this system, eaatxecuting the constructed PA with the input of the extracted
tone is associated with a tone 1B [1,T]. For example, in tone sequence, which outputs a melody.
English, there are three possible tones where 1, 2 and 3 cain the following Section 1I-C, we will introduce three
be used to represent the tone IDs for the primary stress, #ey utilities of T-Music, namely Frequent Pattern Mining,
secondary stress and the non-stress, respectively. In&fiand Probabilistic Automaton Building and Melody Composition,
there are 4 or 5 tones, and in Cantonese, there are 6 tonei detail.

We briefly review some basic concepts in music theory with
Figure 2. In this figure, the upper part corresponds to a piege Key Utilities

of melody which is represented by_ a sequence of notes, aIﬂ%quent Pattern Mining. Let D be the set of s-sequences
the lower part corresponds to a lyric.

. corresponding to the songs in the Song DatabaseS bt a s-
A melody is represented by a sequence of notes. Each ngg%]uence We define thengthof S, denoted byS|, to be the
is associated with its pitch, denoting the frequency of thensl : ' '

. X X number of (note, tone ID)-pairs ii. We denote by5|i, j] the
for the note, and its duration, denoting how long the sou éjsequence consisting of all (note, tone ID)-pairs whicbuoc

lasts for. We denote a note by a pair in the form of (p'tdbetween thei" position and thejt" position in S. For ex-

duratlo_n)._ . ._.ample,S[1,m] corresponds t& itself, wherem is the length
A lyric is a sequence of words and each word is assouatg S. Given two s-sequences— ((n1, 1) (oms £n)) and

with a number of syllables. Note that each syllable is assog(,§ — (W,,t}), ..., (n!..2,)), we define theconcatenation
twee

. m’ bYm/
ated with a tone ID. We can construct a sequence of tone | nS and §', denoted byS o S', as the s-sequence

for the lyric. ;L I .
By combining the melody representation and the Iyrigg((nl’tl)’""(nm’tm)’(nl’tl)""’(nm/’tm/))' Besides, we

. . S’ is a sub-stringof S if there exists an integer such
representation, we denote a song in the form of a sequencqh(ﬁts[i i +m' — 1] is exactlyS’, wherem’ is the length of
2-tuples each in the form of (note, tone ID). We call such & ’ '
sequence as astsequence-or a specific (note, tone ID)-pair

. . We define thesupport of a s-sequence wrt D to the
p, we denote by.note its note element and hy.tone its tone PP q

number of s-sequences iR that haveS as its sub-string.

element. Given a threshold, the Frequent Pattern Mining utility finds
B. Architecture all s-sequences§ with its support wrtD at leastd.
We present the architecture of T-Music in Figure 3. We adopt an existing algorithm [9] for finding frequent sub-

In Phase I, we are given a song database, containing a §6fluénce/substring mining for our purpose. For each freque
of existing songs, and a tone look-up table, containing tfeS€AUeNce, we maintain its support, denoted I5yr.
mapping between the syllable of each word and the tone IProbabilistic Automaton Building. Probabilistic Automa-
For each song in the song database, T-Music performs the Tooe [8] (PA) is a generalization oNon-deterministic Finite
Extraction utility on its lyric, and obtains the tone seqcen Automaton(NFA) [10]. NFA is designed for lexical analysis
and thus thes-sequence. Then, it mines all frequent patterns automata theoryFormally, NFA can be represented by a



115 2 . . . .
’—‘dl i 3(03)rq—‘mi 3fa in X corresponding to the transition. Besides, the number
Tone Ly . .- . .
2 1 13 2 1 3 5 Jsequence within the parentheses is the probability associated with t

3(0.7) State

: Q::4 a @& | oauence corresponding transition.
q”‘ TS FLMJ{ s s q‘[f] q‘lzf qz[f] “ff Melody Composition. We generate the melody by executing
5(06 — J:LZ?':S;:: the PA constructed by the Probabilistic Automaton Building
g6 | S utility with the input of the tone sequence extracted from
(a) A PA model (b) Melody composition the input lyric, i.e., 7. Specifically, let(q1, ¢2, ..., ¢,) be the

sequence of resulting states when executing the PA ‘Witis
the input. Then, the melody generated by T-Music, which is a

5-tuple (Q, 2, A, qo, F), where (1)Q is a finite set of states, sequence of notes, is representeddyl1].note, ¢1[2].note, ...,
(2) ¥ is a set of input symbols, (3\ is a transition relation 41(/l-n0te) o (g2[l].note) o (g3[l].note)..., o (gn[l].note). Note
Q x 3 — P(Q), where P(Q) denotes the power set @, thz?\t qi[2 : 1] |s_e_xactly the same _a@H[l - 1.] since there
(4) qo is theinitial state and (5)F C Q is the set offinal ©€XIStS @ transition fromg; 10 ¢;+1 in Aforl<i<n—1.
(accepting) states. .'I_'here is one remaining issue with thls Melody Composition
PA generalizes NFA in a way such that the transitions in PALlity- Specifically, during the execution process on ti#, P
happerwith probabilities Besides, the initial statg, in NFA, the following scenario might occur. There eX|§t no traosis
which is deterministic, is replaced in PA with a probabiliffO™ the current state, says to other states with the current
vectorv each of which entries corresponds to the probabiliffPut tone ID, says, i.e., A(g, ) is an{). Thus, in this case,
that the initial state is equal to a state( Thus, we represent (€ €xecution process cannot proceed. To fix this issue, in T-
a PA with a 5-tuple(Q, ¥, A, v, F), where@, ¥ and F have I\//Iu3|c, we choose to seleqt t.he stafein Q such/ that (1)
the same meanings as their counterparts in an NFA, and eddh | — 1] is the most similar tog[2 : 1], (2) ¢'[l].tone
transition inA is associated with a probability. is exactly the same asand (3)A(¢', 1) is non-empty. The
Let T be the sequence of tone IDs extracted from the inpgifTiiarity measurement adopted in T-Music is the common

lyric. An example of the sequence (called the tone sequen&&yt distancemeasurement [11] between two strings.
can be (2, 1, 3, 5) (See the first row in Figure 4(b)). e illustrate Melody Composition utility by executing the

In the following, we discuss the Probabilistic AutomaPA @s shown in Figure 4(a) with the input of the tone sequence

ton Building utility which constructs a PA represented b§S Shown in Figure 4(b). Suppose it chooses sjatas the
(Q.%, A, v, F). initial state. After that, the current state ¢s and the current

input symbol is 3 (tone IDs 2 and 1 are involved in state
q1). At this moment, the next state could be eitlyer(with
OFhe probability equal to 0.3) ay; (with the probability equal
to 0.7). Suppose it proceeds at state Now, the current

Fig. 4. A illustration example

(1) Q. We construct@) to be the set containing all s-
sequences that satisfy the following two conditions: (&
has its length equal th wherel is a user given parameter an

b) 35’ € D such thatS is a sub-string of5’.
(b) < ! ! " ng input symbol is 5. Further assume that it chooggsas the

(2) . We constructt to be the set containing all tone IDs. : )
(3) A. We constructA as follows. At the beginning, we next state. Since all tone IDs in the tone sequence have been

initialize A to be@). Then, for each pair of a statee Q) and inputted, the execution process stops. As a result, theesegu

a symbolt € %, we perform the following two steps. First,Of resulting states i%q1,¢s,qs) and thus the melody gener-

we find a set of states, denoted By, ;, such that each state 164 18 (q1[1].note, q1[2].note, gs[2].note, gs[2).note), which

¢ in Q. satisfies the following: (Lj/[1 : | — 1] is exactly is simply (do, mi, re, fa) with the duration information.
. / I
the same ag|2 : /] and (2)¢[l].tone is exact!y the same &  iscellaneous Issues
Second, for each statg¢ € Q, ¢, we create inA a transition )
from ¢ to ¢’ with the input of¢ and set its probability to be ~ There are some advanced concepts related to music theory.
¢/ veq q"T We also considered them for melody composition. Some of
q qt

(4) v. For each statg € ), The probability that the initial them are listed as follows. For the sake of space, we just
state isq is set to beg.7/ Y o a7 highlight the major ideas and the details are skipped.

(5) F. We construct asf). This is because the terminationHarmony Rule. Two examples of harmony rules are the
of the execution on the PA in our melody composition is nahord progressiorand thecadenceFor the sake of space, we
indicated by the final states. Instead, it terminates aft¢éome illustrate the rules with the cadence. Each song can be broke
IDs in 7 have been inputted, whefeis the sequence of tonesdown into phases We can regard a phase as a sentence in a
extracted from the input lyric. language. In Music Theory, each phase ends withdenceA

Figure 4(a) presents an instance of a PA. In the figurermal definition is skipped here. A cadence is a certain kind
we omit the duration for simplicity. There are 5 states, of patterns which describe the ending of a phase. It is juet li
g2, - q5, €ach represented by a box. The number next #ofull-stop or a comma in English. According to the concept
each state is the support of its corresponding s-sequernmiecadence, the last few notes at the end of each phase must
e.g.,q1.7 = 5. The arrow from a state to another means eome from some particular notes. T-Music generates notes at
transition and the number along the arrow is the input symhible end of each phase according to this cadence principle. In



composes a melody as shown on the white board of the main
interface in Figure 5. After the composition process, therus
has the options foplaying and editing the composed melody
in an interactive way.
Melody Export. This step is to export the composed melody
together with the lyric as a MIDI file. This could be done by
choosing the “File— Export MIDI” command.

Besides, as will be demonstraed, T-Music also provides
other functionalities such as frequent pattern browsingetia
on the song database, voice track management and different
modes for playing and editing the generated melody.

B. Demonstrations

We demonstrate our T-Music by composing a nice
particular, when we generate the notes at the end of a phasejody for a prepared lyric. The demo can be found at
we consider all the notes related to the cadence instead oftatp://www.cse.ust.hk/~raywong/paper/MelodyGen.mpeg
possible notes.

IV. CONCLUSION
Rhythm. We consider the rhythm component for generating

th lodv. F le. the last note of h hould Motivated by the fact that few of the existing algorithmic
€ melody. ~or example, Ine 1ast note of a phase shou é)oei'nposition methods took the lyric into consideration whil

longer. The rhythm of a phase is similar to the rhythm of SOMBere exists lyric-note correlation, we propose to utilibes

of the other phases. correlation information for melody composition.
Coherenceln a song, one partin the melody is usually similar There are several interesting research directions related
to the other part so that the song has a coherence effectigl-our work in this demonstration. First, in our melody
Music also incorporates this concept. Specifically, whenevecomposition algorithm, to utilize the lyric-note corrétat
we generate another phase for the melody, we check whethgrmation, which is captured by frequent patterns, weosteo
some portions of the melody generated previously can be usgthuild a Probabilistic Automaton. However, we believettha
to generate the new portions of the melody to be composegbbabilistic Automaton is not the only option. In fact, one
automatically. If yes, we use some existing portions of thean consider exploring other models for this purpose. Aaoth
melody for the new portions. The criterion is to check whethegnteresting direction is to seek for other concepts for Gepg
each existing portion of the melody together with the partiothe above correlation information in addition to the corticep
of the lyric can be found in the frequent patterns mined igf frequent patterns as we did in this demonstration.
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Fig. 5. Main interface of T-Music
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