
DTC-SpMM: Bridging the Gap in Accelerating General
Sparse Matrix Multiplication with Tensor Cores

Ruibo Fan
The Hong Kong University of Science

and Technology (Guangzhou)
Guangzhou, China

rfan404@connect.hkust-gz.edu.cn

Wei Wang
The Hong Kong University of Science

and Technology
Hong Kong SAR, China

weiwa@cse.ust.hk

Xiaowen Chu∗
The Hong Kong University of Science

and Technology (Guangzhou)
Guangzhou, China
xwchu@ust.hk

Abstract
Sparse Matrix-Matrix Multiplication (SpMM) is a building-
block operation in scientific computing andmachine learning
applications. Recent advancements in hardware, notably Ten-
sor Cores (TCs), have created promising opportunities for ac-
celerating SpMM. However, harnessing these hardware accel-
erators to speed up general SpMM necessitates considerable
effort. In this paper, we undertake a comprehensive analysis
of the state-of-the-art techniques for accelerating TC-based
SpMM and identify crucial performance gaps. Drawing upon
these insights, we propose DTC-SpMM, a novel approach
with systematic optimizations tailored for accelerating gen-
eral SpMM on TCs. DTC-SpMM encapsulates diverse as-
pects, including efficient compression formats, reordering
methods, and runtime pipeline optimizations. Our exten-
sive experiments on modern GPUs with a diverse range of
benchmark matrices demonstrate remarkable performance
improvements in SpMM acceleration by TCs in conjunction
with our proposed optimizations. The case study also shows
that DTC-SpMM speeds up end-to-end GNN training by up
to 1.91× against popular GNN frameworks.

CCS Concepts: • Computing methodologies→ Shared
memory algorithms; • Computer systems organization
→ Single instruction, multiple data.
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1 Introduction
Sparse Matrix-Matrix Multiplication (SpMM) is an opera-
tion that multiplies two matrices 𝐴 and 𝐵, where 𝐴 is sparse
and 𝐵 is dense, and gives a dense matrix 𝐶 . As a key ker-
nel in the level-3 Sparse BLAS, SpMM is implemented with
various computing libraries [2, 33, 37] and plays a pivotal
role in scientific computing (SC) [14, 52] and machine learn-
ing [1, 50, 58]. There is a large body of works that improve
SpMM performance on GPUs, with various optimization
techniques [6, 11, 17, 18, 22, 62], such as storage formats,
parallel strategies, reordering, and memory access optimiza-
tions. Most of these works are based on the general-purpose
computing units of GPUs, namely CUDA cores, whereas the
emergence of specialized GPU hardware, particularly Ten-
sor Cores (TCs), has enabled more promising opportuni-
ties for accelerating SpMM computations. Initially designed
for mixed-precision dense matrix multiplication in deep-
learning (DL), TCs offer significant computational power [48]
and can also be applied to SC workloads [39].

However, it remains challenging to fully unleash the power
of TCs to achieve substantial SpMM acceleration. TCs are de-
signed to operate on dense data structures: its dense-oriented
architecture may not be a natural fit to the sparse matrix op-
erations in SpMM. Consequently, the integration of TCs into
SpMM introduces additional intricacies that require careful
attention and resolution to fully exploit their computational
capabilities. Bridging this gap and effectively utilizing TCs
for SpMM acceleration continue to be pivotal areas of re-
search and optimization endeavors. Some prior research has
focused on introducing TC-based SpMM to accelerate sparse
DLworkloads [3, 4, 12, 36, 59, 66]. Theymainly target regular
and small sparse weight matrices generated through pruning
techniques, where non-zero elements follow strict distribu-
tion constraints (referred to as structured SpMM). However,
these approaches face challenges in efficiently accelerating
SpMM for larger, sparser, and highly irregular matrices (e.g.,
adjacency matrices in Graph Neural Networks (GNNs) [1]
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and real-world matrices in SuiteSparse [32]), which we call
general SpMM. While the recent work, TC-GNN [57], uti-
lizes TCs for implementing general SpMM using various
novel techniques, experiments reveal that significant per-
formance improvements remain yet to be achieved. It has
been observed that SpMM in TC-GNN, when executed on
the recent RTX4090 GPU, achieves less than 8% utilization of
the Tensor Core Pipeline and demonstrates less competitive
performance compared to cuSPARSE’s CUDA-core-based
SpMM [37], especially on large matrices with long rows.
In this work, we focus on large and sparse matrices for

GNNs and scientific computing. Starting with a thorough
study of the state-of-the-art techniques for accelerating gen-
eral SpMM by TCs, we identify four key barriers that impede
the effective utilization of TCs. Drawing upon these obser-
vations, we propose DTC-SpMM1, a novel approach with
systematic techniques and optimizations designed for TCs.
Our techniques encompass various aspects, including the
development of novel memory-efficient formats that allevi-
ate the issue of high memory consumption. Furthermore,
we introduce a two-level hierarchical TCU-Cache-aware re-
ordering technique to improve the density of TC blocks. At
runtime, we propose shared-memory bypassing with PTX-
level instructions [43] and sparse double buffering to overlap
computations andmemory access, which largely improve the
TC pipeline utilization. Furthermore, we devise a strict-load-
balance strategy and a simulation-based Selector to tackle
input-adaptive workload imbalances.

We compare the efficacy of the proposed DTC-SpMMwith
TCGNN-SpMM [57], SparseTIR [63], Sputnik [11], Block-
SpMM [44], VectorSparse [4], Flash-LLM [59], SparTA [66]
and the widely-used SpMM in cuSPARSE library [37]. Exper-
imental results on recent RTX4090 (Ada Lovelace) [41] and
RTX3090 (Ampere) [40] GPUs demonstrate that DTC-SpMM
achieves significant average (geometric mean or geomean)
speedups over alternative approaches on diverse real-world
matrices. Furthermore, breakdown analyses validate the ef-
fectiveness of our proposed techniques in reducing memory
complexity, enhancing TC pipeline utilization, and alleviat-
ing load imbalance. A case study illustrates that DTC-SpMM
accelerates end-to-endGNN training by 1.22-1.91× compared
to DGL [53] and PyG [10], two widely used GNN training
frameworks.

We summarize our contributions as follows:
• We conduct an in-depth study on recent state-of-the-
art works that leverage Tensor Cores for general SpMM.
Through this investigation, we identify the major gaps
that hinder their ability to outperformhighly-optimized
CUDA-core-based counterparts.
• Building upon these insights, we propose DTC-SpMM,
which incorporates a memory-efficient compressed

1DTC-SpMM’s source code and datasets are publicly available at https:
//github.com/HPMLL/DTC-SpMM_ASPLOS24

format and a set of novel techniques explicitly tailored
for accelerating general SpMM via Tensor Cores.
• DTC-SpMM achieves significant speedups over state-
of-the-art TC-based and CUDA-core-based SpMM ap-
proaches, particularly on large matrices with diverse
structures.

2 Background and Related Work
2.1 NVIDIA GPU and Tensor Core
NVIDIA GPUs are highly parallel devices with multiple
streaming multiprocessors (SMs) that contain CUDA cores,
Tensor Cores, and other units. Kernels are launched with spe-
cific configurations of thread blocks and threads per block.
Each thread block is scheduled onto an SM and runs concur-
rently. Threads within a warp (32 threads) execute the same
instruction simultaneously in SIMT mode [42].

Tensor Cores (TCs) have been introduced since the Volta
architecture [38]. TCs deliver notable speedups compared
to CUDA cores and offer a wider range of precision options,
such as TF32, BF16, and FP8 [48]. We target TF32, a more
favorable alternative to FP32, as it offers superior numeri-
cal behaviors in both GNN and SC workloads [39, 48]. As
dedicated units for accelerating matrix multiplication, TCs
perform the computation 𝐷 𝑓 𝑟𝑎𝑔 = 𝐴𝑓 𝑟𝑎𝑔 × 𝐵𝑓 𝑟𝑎𝑔 + 𝐶𝑓 𝑟𝑎𝑔,
where 𝐴𝑓 𝑟𝑎𝑔 and 𝐵𝑓 𝑟𝑎𝑔 are input matrices of the shape𝑚 ×𝑘
and 𝑘 × 𝑛, respectively. 𝐶𝑓 𝑟𝑎𝑔 denotes the accumulator, and
𝐷 𝑓 𝑟𝑎𝑔 is the resulting matrix. Various matrix shapes are sup-
ported for each precision. In this paper, we use the notation
𝒎×𝒌 ×𝒏 to represent the matrix shape for TCs. To program
on TCs, CUDA provides warp-level APIs with the Matrix
Multiply-Accumulate (MMA) semantic. These APIs enable a
warp of 32 threads to collaboratively execute one or multiple
dense matrix multiplications and accumulate the outputs.
CUDA offers two sets of APIs for MMA, namely WMMA in
high-level C code [42] andmma in low-level PTX code [43].
List 1 gives some simple examples. While the assemblers
introduced in [60, 61] allow TC programming at the SASS
(assembly) level, they are unofficial and may not be stable.
Our work maintains its focus on the PTX level.

TheWMMA APIs manage registers using fragments. Users
only need to load tiles of data from global or shared memory
into fragments without concerning the specific distribution
of register variables across a warp (32 threads). In contrast,
mma APIs offer greater flexibility, but users need to manage
the registers themselves. With TF32 precision, mma APIs
require the matrix shape to be 16 × 8 × 8 or 16 × 4 × 8.

Listing 1. C-level WMMA APIs and PTX-level instructions
wmma::fragment <16, 16, 8, tf32 , row_major > A_frag;
wmma:: load_matrix_sync(A, A_frag , ldm);
wmma:: mma_sync(D_frag , A_frag , B_frag , C_frag );
---------------------------------------------------
.reg %Ra <2>, %Rb <1>, %Rc <4>, %Rd <4>;
mma.sync.aligned.m16n8k4.row.col.f32.tf32.tf32.f32

{%Rd0 , %Rd1 , %Rd2 , %Rd3},
{%Ra0 , %Ra1}, {%Rb0},
{%Rc0 , %Rc1 , %Rc2 , %Rc3};
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2.2 Related work
SpMM implements the following computation: 𝐶𝑀×𝑁 =

𝐴𝑀×𝐾 × 𝐵𝐾×𝑁 , where 𝐴, 𝐵, and 𝐶 denote the sparse matrix,
input dense matrix, and output dense matrix, respectively.
Let 𝑁𝑁𝑍 be the number of non-zero elements in 𝐴. With
the increasing adoption of GPUs, researchers have explored
various techniques to optimize SpMM on GPUs, targeting
both CUDA cores and TCs.

The widely-used NVIDIA cuSPARSE library [37] provides
high-performance CUDA-core SpMM kernels and supports
Compressed Sparse Row (CSR) and Coordinate (COO) for-
mats. Yang et al. [62] introduced row-split and merge-path al-
gorithms to hide global memory latency. Hong et al. proposed
RS-SpMM [17] and ASpT [18] which use adaptive tiling to
partition sparse matrices into dense and sparse parts to uti-
lize the shared memory. Some works focus on optimizing
SpMM for DLworkloads. Hidayetouglu et al. [15, 16], champi-
ons of the 2020 SpDNN challenge [29], employed register and
shared memory tiling to enhance global memory efficiency.
Their kernel is fused with the ReLU function to enhance the
inference performance. Gale et al. proposed Sputnik [11],
which introduces 1-Dimensional Tiling Scheme and reverse
offset memory alignment to efficiently handle sparse data
structures. Ye et al. proposed SparseTIR [63], which intro-
duces a sparse compilationmethodwith a composable format
and performance-tuning system. Huang et al. introduced GE-
SpMM [22], aiming at optimizing the memory efficiency of
SpMM for GNNs by reusing sparse data. Fan et al. presented
HP-SpMM [8], which employs a hybrid-parallel strategy to
address the load imbalance issue in GNNs, particularly in
graph-sampling training modes. Our DTC-SpMM is orthog-
onal to the CUDA-core-based works mentioned above, as
we focus on systematic optimization for integrating Tensor
Cores. Nevertheless, DTC-SpMM derives valuable insights
from the techniques and optimization principles established
in the aforementioned works.
Using TCs to accelerate SpMM has gained significant

traction in recent years. While some studies have focused
on TC-based Sparse GEneral Matrix-Matrix multiplication
(SpGEMM) where all input and output matrices are sparse,
they cannot be applied to SpMMdue to different computation
patterns [54, 65]. For TC-based SpMM, Gray et al. [12] devel-
oped a new block-sparse routine that allows exploiting TC for
nonzero sub-matrices. cuSPARSE implements this method
based on the Blocked-Ellpack (BELL) format, known as Block-
SpMM [44]. Chen et al. proposed VectorSparse [4] which is
more fine-grained compared with block sparsity for Volta
architecture under FP16 precision. Castro et al. proposed
CLASP [3], a column-vector pruning-aware implementation,
which extends VectorSparse to Ampere architecture. Li et
al. presented Magicube [36], which integrates a novel com-
pression format called SR-BCRS and several crucial online
optimizations. Although significant progress has been made,

these methods take advantage of the pruning techniques
and the generated regular sparse matrices with constraints
on the distribution of non-zero elements. Thus, they strug-
gle to accelerate general SpMM with irregular input sparse
matrices (unstructured) like those in SC and GNNs.
Sun et al. [49] and Dun et al. [7] split sparse weight ma-

trices into two segments: dense and sparse. They employed
a block-sparse routine to process dense parts with TCs and
CUDA cores for sparse segments, respectively. Our approach
is orthogonal to theirs and can enhance the performance of
their dense parts segment.
Zheng et al. introduced SparTA [66], which targets un-

structured weight sparsity in DNN models. SparTA is the
first to partition matrices into 2:4 structured sparse and un-
structured sparse components to harness both sparse TCs
and CUDA cores. Xia et al. presented Flash-LLM [59] target-
ing unstructured weight sparsity in the KV cache stage of
Large Language Model inference. Flash-LLM introduces the
Load-as-Sparse-Compute-as-Dense mode and employs dou-
ble buffering to overlap the reading of dense feature matrices
and TC computations. Our DTC-SpMM, in contrast, incorpo-
rates sparse double buffering to overlap sparse tile loading
with computation. Given the design of reducing memory
footprint rather than computation, Flash-LLM performs no-
tably well on low sparsity (60%-90%) and memory-bounded
tall-and-skinny SpMM (with N = 8, 16, and 32, etc.). Both
SparTA and Flash-LLM demonstrate effectiveness in han-
dling smaller weight matrices typical in DL, with thousands
to tens of thousands of rows and 60%-90% sparsity. Never-
theless, our focus in this study is on GNN and SC matrices,
which are notably larger, characterized by millions of rows
and over 95% sparsity. This poses challenges for both SparTA
and Flash-LLM.
Wang et al. proposed TC-GNN [57], the first work to ac-

celerate irregular GNN computation with TF32 TC. They fo-
cused on optimizing general SpMM (key in GNN workload).
As the state-of-the-art TC-based general SpMM implementa-
tion, TC-GNN has been integrated with SparseTIR [63]. We
refer to the SpMM from TC-GNN [57] as TCGNN-SpMM.

2.3 Overview of TCGNN-SpMM
Given the novel techniques it incorporates, understanding
TCGNN-SpMM’s original design is crucial.
SparseGraphTranslation and the storage format. Sparse
Graph Translation (SGT) employed in TC-GNN identifies
non-zero tiles and consolidates non-zero elements from those
tiles into a reduced number of “dense” tiles, known as TC
blocks. SGT transforms the irregular sparse matrices into
condensed ones so that they can be efficiently processed on
TCs. TC blocks are designed to have the same shape as the
matrix fragment using the C-levelWMMA API (i.e., 16 × 8).
As shown in Figure 1, the sparse matrix is first divided into
row windows and compressed towards the “left side”. This
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Figure 1. Sparse Graph Translation and TCF format.

process assigns a new compressed column index to each non-
zero element. A specialized format is devised to store the
condensed sparse matrix. We call it TC-GNN-Compressed-
Format (TCF). In total, five arrays are required: blockparti-
tion, nodePointer, edgeList, edgeToColumn, and edgeToRow.
blockpartition records the number of TC blocks in each row
window. nodePointer denotes the starting index of each row,
analogous to the RowOffset in CSR. edgeList and edgeToCol-
umn store the original and compressed column indices of
the non-zero elements, respectively. edgeToRow contains the
row indices of the non-zero elements.
Parallel strategy and algorithm routine Figure 2 illus-
trates the TCGNN-SpMM scheme. TCGNN-SpMM operates
with a condensed sparse matrix. Independent thread blocks
are allocated to compute each output row window of matrix
𝐶 . Each thread block follows an iterative approach, where it
processes one TC block from the corresponding row window
of matrix 𝐴 in each iteration. The iterative process com-
prises three main steps: ❶FetchSparse, ❷ScatterFetchDense,
and ❸TCCompute. The threads within a thread block initially

Figure 2. Overview of the TCGNN-SpMM design.

fetch the row indices and compressed column indices of the
non-zero elements within a TC block (Figure 1). They then
reconstruct the sparse tile in shared memory and collaborate
to retrieve data from scattered positions of matrix 𝐵, corre-
sponding to the original column indices of this TC block as
it is compressed. The fetched data is firstly stored in shared
memory and then transferred to the register fragment for
TC computation. The warps within a thread block then call
the C-level WMMA APIs to leverage TCs for computation
and accumulation of partial results.

Table 1. 8 representative matrices. 1: from TC-GNN [57]; 2:
from SNAP [34]; 3: from OGB [20]; 4: from DGL [53].

Type Name Abbr. M&K NNZ AvgRowL

I

YeastH1 YH 3,138,114 6,487,230 2.07
OVCAR-8H1 OH 1,889,542 3,946,402 2.09

Yeast1 Yt 1,710,902 3,636,546 2.13
DD1 DD 334,925 1,686,092 5.03

web-BerkStan2 WB 685,230 7,600,595 11.09

II
reddit4 reddit 232,965 114,848,857 492.99
ddi3 ddi 4267 2,140,089 501.54

protein3 protein 132,534 79,255,038 598.00

3 Gaps and Opportunities
This section describes our methods for conducting a per-
formance analysis on the current state-of-the-art TC-based
general SpMM routine and highlights the observed perfor-
mance gaps. We first expand the dataset used in [57] based
on the following observations: while the number of rows in
the original matrices spans a wide range, reaching millions,
the number of non-zero elements is only in the millions.
Thus the average row length (AvgRowL) is relatively small,
ranging from 2 to 12. However, AvgRowL significantly affects
the SpMM efficiency [62]. Besides, the total floating-point
operation is 2×𝑁 ×𝑁𝑁𝑍 , which depends on the number of
non-zero elements. Therefore, we supplement several widely-
used benchmark matrices to extend non-zero elements to
the billions and expand AvgRowL to nearly 600.
The matrices in Table 1 represent the typical workload

of GNNs as they serve as benchmarking matrices in GNN-
related works [10, 21–23, 53, 55–57]. The matrices are cat-
egorized into two types for analysis: Type I, which has a
small AvgRowL, and Type II, which has a large AvgRowL.
We conduct an in-depth analysis covering both algorith-

mic and micro-architectural aspects. Our tests are performed
on RTX4090 (Ada Lovelace) and RTX3090 (Ampere) with
CUDA 12.1. We show the results of RTX4090, a newer gen-
eration GPU compared to RTX3090.

3.1 Observed performance gaps
We have identified four key performance gaps in the TC-
based SpMM routine, which can be attributed to the com-
plexities in incorporating TCs into SpMM.
Observation 1: High memory consumption due to the
inefficient storage format. SpMM can be implemented
with various storage formats that may result in significantly
different performance, particularly due to memory complex-
ity. As a memory-bound kernel, the theoretical performance
upper-bound of SpMM is mostly determined by memory ac-
cess efficiency [18]. Under the constraint of a fixed amount
of total floating-point operations, storage formats with lower
memory complexity imply higher computational density and
higher roofline performance upper-bound.
The TCF format in TC-GNN requires ⌈𝑀/16⌉ +𝑀 + 1 +

𝑁𝑁𝑍×3 elements to represent matrix𝐴, comprising ⌈𝑀/16⌉
for blockpartition,𝑀 + 1 for nodePointer, and 𝑁𝑁𝑍 each for
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edgeList, edgeToColumn, and edgeToRow. In comparison, CSR
requires𝑀 +1+𝑁𝑁𝑍 elements [17]. For the 8 matrices, TCF,
on average, consumes 168.41% more memory space than
CSR, which suggests that TCF is not memory-efficient and
may impact performance.
Observation 2: Low density of TC blocks. TC-GNN in-
troduces SGT to condense sparse matrices, reducing the
number of TC blocks by half. Condensing is crucial for ac-
celerating SpMM using TC, as it transforms unstructured
sparse matrices into a relatively structured form that can fit
the format required by TCs. We define an important metric
to measure the degree of condensing, namely the average
number of non-zero elements in TC blocks (MeanNnzTC).
A higher value of MeanNnzTC indicates a higher degree of
condensing. The value of MeanNnzTC has implications in
two aspects. First, it affects the total computational workload.
When using TC, the workload of SpMM is determined by
the number of TC blocks (NumTCBlocks) instead of NNZ.
With a fixed NNZ, a larger MeanNnzTC implies a smaller
workload. Second, it impacts data reuse efficiency. A TC
block (16 × 8) loads 8 corresponding rows from 𝐵. Non-zero
elements in the same column within a TC block can reuse
one global memory transaction. Therefore, a higher value of
MeanNnzTC indicates a higher data reuse rate, resulting in
fewer global transactions.

Table 2. Measured key indicator values for TCGNN-SpMM.

Dataset MeanNnzTC #IMAD/
#HMMA

TC Pipeline
Utilization

Type I
YH 9.79 13.72 4.19%
OH 9.66 13.69 4.31%
Yt 10.69 13.80 3.97%
DD 12.97 13.43 6.64%
WB 26.9 15.16 6.09%

Type II reddit 16.53 98.54 0.46%
ddi 25.88 46.67 0.90%

protein 14.80 63.90 1.47%

Table 2 shows the measured MeanNnzTC values after ap-
plying SGT. For most matrices, MeanNnzTC remains below
16. A MeanNnzTC value less than 16 indicates that, on aver-
age, each column in the TC blocks contains fewer than two
non-zero elements, leading to limited data reuse benefits.
The statistical outcomes suggest that SGT has not achieved
the expected level of condensation.
Observation 3: Low Tensor Core pipeline utilization.
TC pipeline utilization is crucial in assessing the effectiveness
of TCs [60]. We employed the NVIDIA Nsight Compute
(NCU) kernel profiler to obtain the utilization. The results
in Table 2 show that the pipeline utilization consistently
remains below 8%.

The significantly low utilization can be attributed to two
main factors. Firstly, there is redundancy in shared memory
utilization. Similar to TC-based GEMM [51], TCGNN-SpMM
loads data tiles from matrices 𝐴 and 𝐵 into shared memory
before transferring them to the register file. In TC-based

Figure 3. The relative execution and idle time of all 128 SMs
on RTX4090. We show two representative matrices.

GEMM, this enables data reuse in both the row-wise (for
matrix 𝐴) and column-wise direction (for matrix 𝐵), thereby
reducing the number of global memory transactions. How-
ever, due to the irregular and compressed nature of sparse
𝐴, column-wise reuse (i.e., reusing tiles of matrix 𝐵 through
shared memory) cannot be achieved. Secondly, there is a
huge amount of coordinate calculations involved. During
the FetchSparse and ScatterFetchDense stages, each thread
performs extensive computations to determine the memory
access indices. To quantify this, we measured the number of
executed instructions. Table 2 shows that TCGNN-SpMM ex-
ecutes over 10× more Integer Multiply-Add (IMAD) instruc-
tions (for coordinate computations) thanHMMA instructions
(for TC computations).
Observation 4: Input-adaptive workload imbalance.
Load imbalance on GPUs refers to the uneven distribution of
computation tasks among different processing units, such as
SMs or warps, which leads to some units being overloaded
while others remain idle [62]. Numerous studies show that
load imbalance greatly impacts the performance of CUDA-
core SpMM and propose various methods to mitigate this
issue [6, 8, 11, 62].
In CUDA-Core SpMM, tasks are divided based on rows

in the sparse matrix, where the non-zero elements serve as
the fundamental unit. With the introduction of TCs, tasks
are divided into row windows (16 rows), where the TC block
is the unit. This change highlights the need for further in-
depth research into load balancing, which is not considered
in TCGNN-SpMM. To assess the load situation, we collect
execution times for each SM (128 in total) on RTX4090 in
TCGNN-SpMM. Figure 3 depicts the results for two repre-
sentative matrices, YeastH and ddi. For ddi, many SMs are
idle, while this phenomenon is less prominent in YeastH. Our
statistical analysis reveals that load imbalance remains sig-
nificant, and it is closely related to the input sparse matrix.
Matrices with a significant disparity in the number of TC
blocks within their row windows often encounter severe
load imbalance.

4 Design of DTC-SpMM
4.1 Design overview
As shown in Figure 4, DTC-SpMM comprises several key
components to harness the computational power of TCs
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Figure 4. The design overview of DTC-SpMM.

Figure 5. The design of Memory-efficient-TCF (ME-TCF).

effectively in SpMM. Firstly, DTC-SpMM introduces an of-
fline two-level ❶ TCU-Cache-Aware reordering module to
rearrange the input sparse matrix, enhancing the density of
TC blocks and improving data locality. Secondly, the ❷ for-
mat conversion module efficiently transforms the reordered
sparse matrix into the memory-efficient ME-TCF format de-
signed specifically for TCs. DTC-SpMM also includes a ❸
simulation-based Selector to automatically select the runtime
kernel for the current input matrix, including DTC-SpMM-
base and DTC-SpMM-balanced, addressing input-adaptive
workload imbalance issues. Finally, DTC-SpMM incorpo-
rates a highly optimized ❹ runtime SpMM kernel. A series of
techniques, including shared-memory bypassing and sparse
double buffering, are designed to optimize memory access
and increase the TC pipeline utilization. Modules ❶, ❷, and
❸ are accelerated by highly parallel CUDA kernels to reduce
overhead, and detailed discussions are provided in Section 6.

4.2 Memory-efficient storage format
As the foundation of DTC-SpMM, we design a memory-
efficient format for TC-based SpMM routine based on TC-
GNN’s SGT, which we call ME-TCF. ME-TCF utilizes a total
of four arrays to represent an SGT-condensed sparse ma-
trix (Figure 5). ❶RowWindowOffset indicates the starting
index of each row window in the TCOffset array, consist-
ing of ⌈𝑀/16⌉ + 1 elements. ❷TCOffset holds the starting
index of each TC block in the TCLocalId array, consisting
of 𝑁𝑢𝑚𝑇𝐶𝐵𝑙𝑜𝑐𝑘 + 1 elements. ❸ TCLocalId stores the local
index of each nonzero element in all TC blocks. We design

this array to utilize low-precision (8-bit) integers instead
of 32-bit integers, capitalizing on the small-size nature of
TC blocks (16 × 8). The largest local index (127) will remain
within the range of an unsigned 8-bit integer (255). This array
requires 𝑁𝑁𝑍/4 elements. ❹SparseAtoB holds the original
column indices of each column in TC blocks, necessitat-
ing 𝑁𝑢𝑚𝑇𝐶𝐵𝑙𝑜𝑐𝑘 × 8 elements. In total, ME-TCF requires
⌈𝑀/16⌉ + 𝑁𝑢𝑚𝑇𝐶𝐵𝑙𝑜𝑐𝑘 × 9 + 𝑁𝑁𝑍/4 + 2 elements to repre-
sent 𝐴. Compared to the three 32-bit integer arrays in TCF,
we utilize a single 8-bit array to store the indices of non-zero
elements, significantly reducing the storage overhead.

4.3 TCU-Cache-Aware reordering
As discussed in Obs.2, SGT’s effectiveness heavily depends
on the original distribution of nonzero elements in the sparse
matrix, which limits its condensing ability.

Reordering is a promising approach to enhance the perfor-
mance of CUDA-Core SpMM. Existing reordering techniques,
such as METIS [28] and Louvain [46], are designed to im-
prove cache behavior and are not specifically optimized for
computing SpMM on TCs, thereby limiting their effective-
ness. To address this issue, we propose a novel two-level
hierarchical reordering method called TCU-Cache-Aware
(TCA) reordering. Alg.1 shows the TCA algorithm, and Fig-
ure 6 provides an example. The first hierarchy groups similar
rows to increase the density of TC blocks, and the second
hierarchy performs reclustering of row clusters to enhance
cache performance.

Figure 6. The design of TCU-Cache-Aware reordering. Hi-
erarchy I groups rows into clusters that match the size of
TC blocks to improve density. Hierarchy II further groups
clusters to enhance L2 cache locality.

Hierarchy I (TCU-Aware). Inspired by [23, 26], we lever-
age the Jaccard index to measure the similarity between two
rows based on their non-zero elements’ column indices. We
first identify row pairs with high Jaccard similarity with
Locality-Sensitive Hashing (LSH) (line 2). The candidate row
pairs are first organized in a priority queue (line 3). Dur-
ing pair merging, the row pair with the highest similarity
is dequeued (line 6), and their clusters are merged (line 8).
Row pair merging continues until the queue becomes empty.
To maximize the density of TC blocks, we enforce a small
cluster size limit of 16 (BLOCK_HEIGHT), as it matches the
TC block size (16 × 8). A larger cluster size limit (e.g., 64
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Algorithm 1 TCU-Cache-Aware (TCA) reordering
Input: Sparse Matrix𝐴, BLOCK_HEIGHT, SM_NUM
Output: Sparse Matrix𝐴𝑟𝑒𝑜𝑟𝑑𝑒𝑟𝑒𝑑

1: // Hierarchy I: group rows into clusters.
2: 𝑟𝑜𝑤_𝑝𝑎𝑖𝑟𝑠 = MinhashLSH(𝐴); ⊲ Row pairs with high Jaccard similarity.
3: 𝑄 = MakePriorityQueue(𝑟𝑜𝑤_𝑝𝑎𝑖𝑟𝑠);
4: 𝑅𝐶_𝑝𝑜𝑜𝑙 = InitCluster(𝐴); 𝑅𝐶_𝑠𝑒𝑡 = {};
5: while !𝑄.𝑒𝑚𝑝𝑡𝑦 ( ) do
6: 𝑟𝑜𝑤𝑖 , 𝑟𝑜𝑤𝑗 = 𝑄.𝑔𝑒𝑡 ( ) ; ⊲ Dequeue the most similar row pair.
7: 𝐶𝑖 ,𝐶 𝑗 = FindCluster(𝑟𝑜𝑤𝑖 , 𝑟𝑜𝑤𝑗 ); 𝑅𝐶_𝑝𝑜𝑜𝑙 .𝑟𝑒𝑚𝑜𝑣𝑒 (𝐶𝑖 ,𝐶 𝑗 ) ;
8: 𝐶 = Merge(𝐶𝑖 ,𝐶 𝑗 ); ⊲ Merge the corresponding two row clusters.
9: if 𝐶.𝑠𝑖𝑧𝑒 ( ) < 𝐵𝐿𝑂𝐶𝐾_𝐻𝐸𝐼𝐺𝐻𝑇 then
10: 𝑅𝐶_𝑝𝑜𝑜𝑙 .𝑎𝑑𝑑 (𝐶 ) ;
11: else
12: 𝑅𝐶_𝑠𝑒𝑡 .𝑎𝑑𝑑 (𝐶 ) ; ⊲ Limit the row cluster size to BLOCK_HEIGHT.
13: end if
14: end while
15: // Hierarchy II: regroup into cluster of clusters.
16: 𝑐𝑙𝑢𝑠𝑡𝑒𝑟_𝑝𝑎𝑖𝑟𝑠 = MinhashLSH(𝑅𝐶_𝑠𝑒𝑡 ); ⊲ Candidate cluster pairs.
17: 𝑄𝑐 = MakePriorityQueue(𝑐𝑙𝑢𝑠𝑡𝑒𝑟_𝑝𝑎𝑖𝑟𝑠);
18: 𝐶𝐶_𝑝𝑜𝑜𝑙 = InitCluster(𝑅𝐶_𝑠𝑒𝑡 );𝐶𝐶_𝑠𝑒𝑡 = {};
19: while !𝑄𝑐 .𝑒𝑚𝑝𝑡𝑦 ( ) do
20: 𝐶𝑖 ,𝐶 𝑗 = 𝑄𝑐 .𝑔𝑒𝑡 ( ) ; ⊲ Dequeue the most similar cluster pair.
21: 𝐶𝐶𝑖 ,𝐶𝐶 𝑗 = FindCluster(𝐶𝑖 ,𝐶 𝑗 );𝐶𝐶_𝑝𝑜𝑜𝑙 .𝑟𝑒𝑚𝑜𝑣𝑒 (𝐶𝐶𝑖 ,𝐶𝐶 𝑗 ) ;
22: 𝐶𝐶 = Merge(𝐶𝐶𝑖 ,𝐶𝐶 𝑗 ); ⊲ Merge the two cluster of clusters.
23: if 𝐶𝐶.𝑠𝑖𝑧𝑒 ( ) < 𝑆𝑀_𝑁𝑈𝑀 then
24: 𝐶𝐶_𝑝𝑜𝑜𝑙 .𝑎𝑑𝑑 (𝐶𝐶 ) ;
25: else
26: 𝐶𝐶_𝑠𝑒𝑡 .𝑎𝑑𝑑 (𝐶𝐶 ) ; ⊲ Limit the cluster size to SM_NUM.
27: end if
28: end while
29: 𝐴𝑟𝑒𝑜𝑟𝑑𝑒𝑟𝑒𝑑 = 𝑅𝑒𝑖𝑑 (𝐴,𝐶𝐶_𝑠𝑒𝑡 )

[23]) results in the grouping of low-similarity rows, thereby
decreasing the density of TC blocks. If a cluster has more
than 16 rows, it ceases to participate in pair merging and is
preserved (lines 9-13).
Hierarchy II (Cache-Aware). However, such a small clus-
ter size limit may adversely impact L2 cache efficiency. The
GPU’s L2 cache is shared among SMs, and a wave of thread
blocks is concurrently executed on the SMs. As discussed
in Section 2.3, a thread block is assigned to a row window
(i.e., a row cluster). However, neighboring clusters may have
significantly different nonzero element distributions, as ex-
emplified by C0 and C1 in Figure 6. The concurrent thread
blocks may access distinct positions in matrix 𝐵, resulting in
a low L2 cache hit rate. To address this problem, we propose
the cache-aware hierarchy to enhance the L2 cache locality.
We regroup the row clusters into clusters of clusters using
the same steps employed in the TCU-aware hierarchy (lines
19-28). We deduplicate the column indices of all nonzero
elements within a row cluster and calculate the Jaccard simi-
larity between row clusters with these indices. As depicted
in Figure 6, C0 and C3 are grouped together due to their
relatively high Jaccard similarity.

4.4 DTC-SpMM runtime kernel optimizations
The DTC-SpMM runtime kernel scheme is diagrammed in
Figure 4, and the CUDA pseudo-code is in Alg. 2. Our DTC-
SpMM kernel adopts a tiling-based approach, encompassing
three primary steps during each iteration. ❶ FetchSpAsync
asynchronously copies the sparse tile of A needed for the

Algorithm 2 DTC-SpMM runtime kernel pseudo code
Input: Sparse Matrix𝐴, Matrix 𝐵
Output: Matrix𝐶
1: RowWindowId = blockIdx .x;
2: Start = A.RowWindowOffset [RowWindowId ];
3: End = A.RowWindowOffset [RowWindowId + 1];
4: __shared__𝐴𝑇𝑖𝑙𝑒 [2] [16 × 8]; ⊲ Sparse buffers in SHEM.
5: __shared__𝐴𝑡𝑜𝐵𝑇𝑖𝑙𝑒 [2] [8]; ⊲ Index buffers in SHEM.
6: // Pre loop.
7: FetchSp(𝐴,𝐴𝑇𝑖𝑙𝑒,𝐴𝑡𝑜𝐵𝑇𝑖𝑙𝑒, 0);
8: // Main loop.
9: for 𝑖 ← 𝑆𝑡𝑎𝑟𝑡 + 1 to 𝐸𝑛𝑑 step 1 do
10: // Vectorized fetch current 𝐵 data to registers.
11: 𝐵𝑓 𝑟𝑎𝑔 = VFetchDense(𝐵,𝐴𝑡𝑜𝐵𝑇𝑖𝑙𝑒, 𝑖 − 1);
12: // Prefetch next A tile to SHEM with cp.async.
13: FetchSpAsync(𝐴,𝐴𝑇𝑖𝑙𝑒,𝐴𝑡𝑜𝐵𝑇𝑖𝑙𝑒, 𝑖);
14: // Transfer current A tile from SHEM to register.
15: 𝐴𝑓 𝑟𝑎𝑔 = ATlieToAReg(𝐴𝑇𝑖𝑙𝑒, 𝑖 − 1);
16: // Tensor Core computation with mma.
17: 𝐶𝑓 𝑟𝑎𝑔 = TCCompute(𝐴𝑓 𝑟𝑎𝑔, 𝐵𝑓 𝑟𝑎𝑔,𝐶𝑓 𝑟𝑎𝑔);
18: cp.async.wait_group(0); ⊲ Asynchronous transaction barrier.
19: end for
20: // Epilogue loop.
21: 𝐵𝑓 𝑟𝑎𝑔 = VFetchDense(𝐵,𝐴𝑡𝑜𝐵𝑇𝑖𝑙𝑒, 𝐸𝑛𝑑 − 1);
22: 𝐴𝑓 𝑟𝑎𝑔 = ATlieToAReg(𝐴𝑇𝑖𝑙𝑒, 𝐸𝑛𝑑 − 1);
23: 𝐶𝑓 𝑟𝑎𝑔 = mma(𝐴𝑓 𝑟𝑎𝑔, 𝐵𝑓 𝑟𝑎𝑔,𝐶𝑓 𝑟𝑎𝑔);
24: StoreCRemapping(𝐶,𝐶𝑓 𝑟𝑎𝑔); ⊲ Write𝐶𝑓 𝑟𝑎𝑔 to𝐶 with register remapping.

next iteration. ❷ VFetchDense vectorizes the loading of cor-
responding data from B into registers. ❸ TCCompute utilizes
ptx-levelmma instructions for Tensor Core computation. We
introduce three unique optimizations to enhance execution
efficiency, addressing the low utilization issue observed in
TCGNN-SpMM.

4.4.1 Shared-Memory bypassing. Due to the irregular
and compressed nature, reusing data tiles ofmatrix𝐵 through
shared memory becomes infeasible. As a result, there is re-
dundancy in storing 𝐵 tiles in shared memory, harming the
TC pipeline utilization. Thus, we bypass the shared memory
and directly store 𝐵 tiles to the register file.
Necessity of low-level PTXprogramming. TCGNN-SpMM
relies on the C-levelWMMA APIs. In TCGNN-SpMM, as il-
lustrated in Figure 7, warps execute LDG.32 (Load Global)
and STS (Store within Local or Shared Window) instruc-
tions to perform scattered fetch operations and store in
shared memory (indicated by the gray line). Subsequently,
the wmma::load_matrix_sync function is employed to load
tiles from shared memory into register fragments. However,
the wmma::load_matrix_sync function is designed specifi-
cally for loading tiles stored in a contiguous memory layout
with regular stride values. Therefore, it does not directly
support scattered fetch operations from global memory.
To bypass the use of shared memory, we use lower-level

PTX programming techniques. As depicted in the orange line
in Figure 7, in our proposed design, warps directly execute
LDG.128 (vectorized) instructions to retrieve data from the
appropriate positions in matrix 𝐵 and store it directly into
the register file. This approach eliminates the need for STS
instructions and the wmma::load_matrix_sync function.
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Figure 7. Instruction pipeline and data movement of
TCGNN-SpMM and DTC-SpMM.

Original register distribution. Threads within a warp
collectively hold operand matrices, and their distribution
across the 32 threadsmust bemanaged explicitly before using
the mma instruction (see Section 2.1). For TF32 precision,
we usemma.m16n8k4. Figure 8(a) illustrates the register
distribution.
Vectorized global memory accesses and register remap-
ping. In many workloads, such as GNNs, Matrix 𝐵 is typi-
cally stored in the row-major order. However, the matrix
𝐵𝑓 𝑟𝑎𝑔 required for the mma instruction is stored in the
column-major order. As shown in Figure 8(b), there are two
thread arrangements in the VFetchDense stage that can en-
sure the column-major distribution of elements in 𝐵𝑓 𝑟𝑎𝑔:
strided-access and sequential-access.
With strided-access, threads directly access the corre-

sponding elements in 𝐵 according to the column-major dis-
tribution. In this case, neighboring threads access scattered
memory addresses. On the other hand, sequential-access
ensures that neighboring threads access adjacent addresses
within a row, but it requires an additional warp-transpose op-
eration (__shfl__sync) to exchange elements among threads
to satisfy the column-major distribution [36]. In our im-
plementation, we adopt strided-access. We performmicro-
benchmarking [25] on RTX4090 for global memory ac-
cesses and instruction latency. Results show that both strided
and sequential access achieve coalesced memory accesses
[42]. The granularity of global memory access (1 sector) on
RTX4090 remains 32 bytes (8 float elements). In both strided-
or sequential-access, 4 sectors are required. The latency of
the HMMA instruction and __shfl__sync is 16.0 and 10.7
cycles, respectively. Therefore, the online overhead intro-
duced by warp-transpose in sequential access is significant.

To enable vectorized instructions (e.g., float4) during 𝐵

fetching, we have devised a register remapping strategy,
illustrated in Figure 8(c). Although vectorized accesses en-
hance bandwidth utilization, integrating them with mma
instructions without using shared memory poses challenges.

Figure 8. (a) The original register distribution of
mma.m16n8k4, (b) Two thread arrangements to scattered
fetch 𝐵, and (c) Register remapping in DTC-SpMM kernel
with vectorized memory accesses to 𝐵. 0-31 are lane IDs of
threads in a warp.

For instance, in the case of float4, thread 0 would obtain four
consecutive values, contrary to the original distribution de-
picted in Figure 8(a), where thread 0, 4, 8, and 12 hold these
four consecutive values. To reconcile this distribution dis-
crepancy without introducing online overhead, we preserve
the distribution of 𝐵𝑓 𝑟𝑎𝑔 and perform a one-time remapping
when writing 𝐶𝑓 𝑟𝑎𝑔 back to 𝐶 at the end of the loop.

4.4.2 Sparse double buffering. We devise a pipeline ar-
rangement, as illustrated in Figure 9, to overlap memory and
TC pipelines, thereby further enhancing TC pipeline utiliza-
tion. Due to the absence of support for asynchronous copying
from global memory to registers in GPU architectures up
to Ada Lovelace, VFetchDense (i.e., fetching B) cannot be
prefetched (due to shared-memory bypassing). Hence, we
mitigate the overhead of FetchSparse by overlapping TC com-
putation with the subsequent FetchSparse phase (i.e., loading
sparse A tiles) through asynchronous prefetching. To im-
plement this arrangement, we design two buffers in shared
memory to store sparse A tiles, and we use the asynchronous
ptx instruction, cp.async to implement FetchSparseAsync.

4.4.3 Index-precomputing. We aim to reduce the num-
ber of IMAD instructions involved in coordinate calculations
during the FetchSparse and VFetchDense stages. By precom-
puting the indices as much as possible in advance, we can
eliminate the need for extensive computations during run-
time, thus reducing the overall number of instructions ex-
ecuted. This technique ensures that a larger portion of the
executed instructions is dedicated to HMMA (TC instruc-
tions), leading to increased pipeline utilization.
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Figure 9. Pipeline arrangements with sparse double buffer-
ing. We prefetch sparse A tile in shared memory buffers and
overlap FetchSparseAsync with TC computation.

4.5 Simulation-based Selector design
As highlighted in Obs.4, load imbalance remains a signifi-
cant issue. To address this challenge, we propose an input-
adaptive simulation-based Selector.

4.5.1 Balanced DTC-SpMM runtime kernel. Building
upon the runtime kernel discussed in Section 4.4, we devise
a corresponding balanced runtime version. Our design incor-
porates a strict-balance strategy, which aims to achieve an
evenly distributed workload among thread blocks by evenly
allocating TC blocks. This strategy ensures that each SM
receives a similar number of computation tasks. Figure 10
illustrates the comparison between the original workload
distribution and that under our strict-balance strategy. With-
out our strategy, each thread block is responsible for a single
row window and all the TC blocks within it, only writing the
final accumulation results to the global memory. In contrast,
with the strict-balance strategy, TC blocks assigned to a sin-
gle thread block (32 in our implementation) can originate
from different row windows, resulting in a complete balance
of computational workload. However, it introduces atomic
operations and additional global memory write operations,
leading to online overhead.

4.5.2 Simulation-based Selector. The Selector takes into
account various factors, including the properties of the input
sparse matrix and the underlying hardware architecture, to
determine the optimal utilization of the balanced runtime
kernel. We draw insights from the traditional Multiway
Number Partitioning (MNP) problem, which is known to
be NP-hard. The MNP problem involves partitioning a set of
jobs among multiple processors to minimize themakespan,
representing the finish time of the last job.

In the context of our work, we refine this concept by char-
acterizing the makespan as the maximum cumulative sum of
TC blocks. To effectively estimate the makespan, we initiate
our analysis by investigating the thread block (TB) schedul-
ing policy of the RTX4090. As the TB scheduler employed by
NVIDIA is proprietary and lacks publicly available informa-
tion, the specific policy remains undisclosed and presents an
intriguing area for exploration. Similar to previous studies

Figure 10. Diagram of (a) Strict-balance strategy, (b) thread
block (TB) scheduling policy model of RTX4090, and (c)
makespan calculation on one SM.

[11, 24, 35], we employ an acknowledged scheduling pol-
icy model, which is considered to be effective in modeling
NVIDIA GPUs’ TB scheduling strategy, expressed as follows:

𝑠𝑚_𝑖𝑑𝑥 = 2 (𝑏𝑙𝑜𝑐𝑘_𝑖𝑑𝑥 mod 64) + 𝑏𝑙𝑜𝑐𝑘_𝑖𝑑𝑥
64

mod 2. (1)

With this scheduling policy model, we can compute the
makespan without executing the actual DTC-SpMM ker-
nel. Figure 10 provides an example of makespan calculation
on a single SM without the strict-balance strategy. The occu-
pancy of the DTC-SpMM kernel on RTX4090 is 6, meaning
that one SM can run 6 thread blocks concurrently. The first
6 thread blocks are scheduled on this SM, with each block’s
length representing the number of TC blocks in its corre-
sponding row window. As one thread block completes its
computation (e.g., block 128), the next block (e.g., block 768)
is scheduled. The final makespan is determined by taking
the maximum makespan among all 128 SMs. It is worth not-
ing that the makespan with the strict-balance strategy can
be calculated as 𝑁𝑢𝑚𝑇𝐶𝐵𝑙𝑜𝑐𝑘𝑠/(128 × 6). The Selector is
based on a crucial parameter, approximation ratio (AR), cal-
culated as the makespan without the strict-balance strategy
normalized by that with the strategy. The AR measures the
improvement achieved by the strict-balance strategy in re-
ducing the makespan. We have chosen a threshold value of
1.2 for the AR in the Selector, based on offline experimental
results with 1000 generated sparse matrices. These matrices
have uniformly distributed nonzeros, resulting in a naturally
balanced workload. Our observations show a 22.4% perfor-
mance degradation when using the strict-balance strategy.
Thus, the threshold of 1.2 is set accordingly. While the cho-
sen threshold value may not be universally optimal, we find
that it works effectively with our set of matrices. For every
input sparse matrix, we compute the AR; and if the calculated
AR exceeds 1.2, the balanced-DTC-SpMM runtime kernel is
launched.
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5 Performance Evaluation

Baselines. We compareDTC-SpMMwith❶ themostwidely
used cuSPARSESpMM [37] from the vendor’s cuSPARSE
library (v12.1); The algorithm is configured at CUSPARSE
_SPMM_ALG_DEFAULT, and the sparse format is CUSPARSE
_FORMAT_CSR; ❷ TCGNN-SpMM [57], the state-of-the-art
implementation that introduces TF32 TCs to general SpMM;
❸ Sputnik [11], a well-designed sparse library for sparsity in
DL; ❹ SparseTIR [63], a recent sparse tensor compiler with
TVM, targeting GNNs and sparse DNNs.

We also compare with recent TC-based SpMM implemen-
tations, including ❺ Block-SpMM from cuSPARSE (12.1)
which leverages TF32 TCs and targets structured SpMM; The
algorithm is configured asCUSPARSE_SPMM_ALG_DEFAULT,
and the sparse format is CUSPARSE_FORMAT_BLOCKED
_ELL; ❻ VectorSparse [4], which leverages fine-grained 1-D
vector sparsity; ❼ Flash-LLM [59] and ❽ SparTA [66] that
targets unstructured sparse weight matrices in DL.
Datasets. In addition to the 8 representative real-world
matrices detailed in Table 1, our testing extends to matrices
sourced from the SuiteSparse collection [32]—a widely ref-
erenced compilation of sparse matrix benchmarks derived
from diverse applications. We specifically consider matrices
with at least one million non-zeros. Due to Sputnik’s indices
computation relying on int32, certain matrices surpass the
limit, leading to a segmentation fault. Furthermore, TCGNN-
SpMM cannot handle non-square matrices. These matrices
are consequently excluded, resulting in a final set of 414
matrices. The comprehensive information of the matrices is
detailed in [19].
Environments. We test on two recent Nvidia GPU archi-
tectures: RTX4090 (Ada Lovelace with Compute Capability
8.9 and 24 GB of global memory) and RTX3090 (Ampere; 8.6;
24 GB). We use NVCC from CUDA 12.1 to compile the codes.
All experiments are executed 1000 times, and the average
results are reported.

5.1 Overall performance comparison
We measure the average performance with different 𝑁 set-
tings (the number of columns of matrix 𝐵), including 128,
256, and 512.

Figure 11 depicts the measured performance on RTX4090.
The speedup values are normalized to cuSPARSE-SpMM, rep-
resented by the red dashed line. Our DTC-SpMMachieves the
highest speedup on all 8 matrices, and the relative speedup
is even higher (up to 3.29×) on Type II matrices with higher
computational complexity. While TCGNN-SpMM is well-
optimized for Type I matrices (with small 𝐴𝑣𝑔𝑅𝑜𝑤𝐿), it fails
to achieve speedups on Type II matrices characterized by
long rows. Table 3 summarizes the geometric mean speedups
we achieved over baseline methods across the SuiteSparse
matrices. DTC-SpMM achieves significant speedups for most

matrices and experiences slowdown only for a small fraction
of the matrices. On RTX4090, DTC-SpMM achieves speedups
over TCGNN-SpMM across all matrices, and for cuSPARSE,
it achieves over 1.5× speedups on 79.5% of the matrices.
Compared to SparseTIR and Sputnik, DTC-SpMM also at-
tains speedups of 1.57× and 1.46×, respectively. On RTX3090,
the results exhibit a similar trend, but overall acceleration is
slightly lower than on the 4090, and DTC-SpMM experiences
a slowdown on a relatively higher proportion of matrices.

Table 3. Summary of performance comparison on two GPUs.
The percentage represents the portion of matrices out of the
total 414 from SuiteSparse.

GPU vs
cuSPARSE

vs
TCGNN

vs
SparseTIR

vs
Sputnik

RTX
4090

speedup

>1.5x 79.47% 79.71% 47.58% 38.65%
1.0-1.5x 16.43% 20.29% 47.10% 58.45%
0.9-1.0x 2.17% 0.00% 4.35% 1.21%
0.5-0.9x 1.93% 0.00% 0.97% 1.69%

Geomean speedup 2.16x 3.25x 1.57x 1.46x

RTX
3090

speedup

>1.5x 77.54% 91.55% 44.69% 19.81%
1.0-1.5x 18.36% 8.45% 28.74% 68.12%
0.9-1.0x 2.66% 0.00% 20.77% 8.70%
0.5-0.9x 1.45% 0.00% 5.80% 3.38%

Geomean speedup 1.98x 3.25x 1.48x 1.29x

5.2 Comparison with SpMM using TCs

Comparison with methods targeting structured spar-
sity. Figure 12 illustrates the speedup DTC-SpMM achieved
over Block-SpMM and VectorSparse. In Block-SpMM, sparse
matrices are organized in block-wise tiles and stored in the
Blocked-Ellpack (BELL) format. In VectorSparse, matrices
are organized in vector-wise tiles with Column Vector Sparse
Encoding (CVSE). We initially transform matrices into BELL
format with different block sizes (32 and 64) and CVSE for-
mat with different vector lengths (4 and 8). Across all matri-
ces, DTC-SpMM demonstrates significant advantages (i.e.,
1.14×-23.51× over Block-SpMM and 1.89×-4.95× over Vec-
torSparse). Additionally, the necessity to pad and fill all rows
of blocks in the BELL format can lead to out-of-memory
(OOM) issues when applied to large-scale matrices. Thus,
the state-of-the-art TC-based structured SpMM struggles to
efficiently handle the highly unstructured sparse matrices in
GNNs and scientific computing which we focused on.
Comparisonwithmethods targetingunstructuredweight
sparsity. Table 4 shows the execution time of Flash-LLM,
SparTA, and DTC-SpMM. Flash-LLM performs format con-
version on matrices stored in uncompressed form (dense
storage), making it prone to OOM issues when dealing with
large sparse matrices like YeastH. SparTA utilizes the SpMM
kernel from cuSPARSElt to leverage sparse TCs but is lim-
ited to matrices with row and column counts not exceeding
50,000. On larger datasets like reddit and protein, DTC-SpMM
significantly outperforms Flash-LLM (by more than 8 times).
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Figure 11. Performance comparison on RTX4090. (a) Speedups on 8 representative matrices (normalized to cuSPARSE-SpMM
(red dashed line)). (b) Measured throughputs on 414 matrices from SuiteSparse (sorted by GFLOPS of DTC-SpMM). SuiteSparse*
shows the geomean speedups across SuiteSparse matrices.

Table 4. The execution time of Flash-LLM, SparTA, and DTC-
SpMM on RTX4090 with 𝑁 = 128 (unit: ms). SparTA reports
“Not Supported” and Flash-LLM reports “OOM” on other
not-shown matrices.

Dataset
Flash-LLM
(v1)

Flash-LLM
(v2) SparTA Ours

ddi 0.070 0.113 0.049 0.068
protein 30.006 30.006 Not Supported 3.70
reddit 90.210 90.212 Not Supported 5.95

SparTA and Flash-LLM excel in handling small weight ma-
trices typical in DL, with thousands to tens of thousands
of rows and 60%-90% sparsity. However, due to the lack of
condensing design leading to lower TC block density, their
performance is hindered on larger and sparser matrices in
GNNs and SC scenarios, characterized by millions of rows
and over 95% sparsity.

5.3 Breakdown study

Effectiveness of ME-TCF storage format. As mentioned
in Obs.1, the TCF format in TCGNN-SpMM stores twice
the number of column coordinates of non-zero elements
compared to CSR, resulting in greater storage consumption
(168.41%more on average). In contrast, our designedME-TCF
format utilizes 8-bit low-precision integers to store the col-
umn coordinates of non-zero elements, effectively reducing
memory complexity. For the 8 original matrices, the storage
space with ME-TCF is slightly lower than that of the CSR
(6.42% less on average). However, after applying the TCU-
Cache-Aware reordering, the number of TC blocks decreases,
resulting in reduced space requirements for SparseAtoB in
ME-TCF, making it more memory-efficient than the CSR
format (30.10% less on average). As reordering methods gain
further attention in sparse computing, the memory com-
plexity of ME-TCF is expected to decrease further, while the
memory complexity of CSR remains unchanged.
Effectiveness of TCU-Cache-Aware reordering. We first
evaluate the detailed performance improvement provided
by TCU-Cache-Aware reordering. The results are shown

Figure 12. Speedups of DTC-SpMM over Block-SpMM and
VectorSparse on RTX4090 with 𝑁 = 128.

in Figure 13(b). With the reordered matrices, DTC-SpMM
demonstrates average performance gains of 23.23%. Note
that the improvement becomes more pronounced when the
average row length is larger. On the other hand, both cuS-
PARSESpMM and DTC-SpMM benefit from TCU-Cache-
Aware reordering, with DTC-SpMM achieving greater per-
formance gains. This validates that TCU-Cache-Aware re-
ordering is more effective and specifically designed for intro-
ducing TCs. The performance gains primarily come from the

Figure 13. Comparison on (a)MeanNnzTC, (b) detailed break-
down throughput improvement, and (c) L2 cache hit rate.
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increased density of TC blocks (MeanNnzTC). We compare
our approachwith three commonly used reorderingmethods,
including graph-partition-based METIS [28], modularity-
based Louvain [46], and LSH64 [23]. Figure 13(a) presents
the changes in MeanNnzTC. Compared to SGT from TC-
GNN, our approach largely improves MeanNnzTC (1.13×
and 1.72× for Type I and II, respectively), surpassing the im-
provements brought by METIS, Louvain, and LSH64. Figure
13(c) shows the L2 cache hit rate improvement brought by
our two-hierarchy design. Only with TCU-Aware hierarchy,
the hit rate is lower than LSH64 (1.36% lower on average).
Cache-Aware further improves L2 cache hit rate and sur-
passes LSH64 (0.01% higher on average).
Effectiveness of runtime kernel optimizations. In Figure
14, the TC pipeline utilization and the ratio of executed IMAD
to HMMA instructions (#IMAD/#HMMA) are illustrated. For
Type I and II matrices, DTC-SpMM demonstrates TC pipeline
utilization 11.35% and 1760.25% higher than TCGNN-SpMM,
respectively, while exhibiting a #IMAD/#HMMA ratio 38.39%
and 89.37% lower, respectively. Ablation studies reveal that
basic DTC-SpMM with only the ME-TCF format achieves
6.10% and 921.24% higher TC pipeline utilization than TCGNN-
SpMM. Further ablation experiments demonstrate that SMB
increases pipeline utilization by 12.16%, IP is effective, partic-
ularly for matrices with large average row lengths, SDB
enhances pipeline utilization by 4.83%, and VFD further
boosts utilization by 4.99%. Consequently, the detailed abla-
tion study confirms the effectiveness of individual runtime
kernel optimizations as well as their combined impact.

Figure 14. Comparison on TC pipeline utilization and exe-
cuted instructions. Base: Basic DTC-SpMMwith ME-TCF for-
mat and no optimizations; SMB: Shared-memory-bypassing;
IP: index-precomputing; SDB: sparse double buffering; VFD:
VectorizedFetchDense.

Effectiveness of workload balance design. Figure 15(b) il-
lustrates theworkload distribution among 128 SMs in RTX4090
of DTC-SpMM-base (i.e., without balancing design) and DTC-
SpMM-balanced on reddit and ddi. It can be observed that the
strict-balance strategy effectively mitigates the previously
severe workload imbalance. Furthermore, when applying the
strict-balance strategy, DTC-SpMM demonstrates remark-
able improvements of 15.82% and 54.31% on reddit and ddi
respectively, as shown in Figure 15. Hence, the strict-balance

strategy proves to be beneficial for addressing heavily imbal-
anced workloads.
For Type I matrices, represented by YeastH, where load

imbalance is less pronounced due to limited TC blocks in a
row window resulting from small row length, the benefits of
strict-balance are not as prominent. Our proposed Selector
can accurately differentiate between these scenarios and
select appropriate load distribution strategies for different
input matrices.

Figure 15. Effectiveness of workload balancing design. (a)
Enhancement in throughput due to the balancing design
on the reddit and ddi datasets. (b) Changes in workload dis-
tribution with and without workload balancing design. We
collect the relative execution and idle time of all 128 SMs on
RTX4090.

5.4 Case study: End-to-end GNN training
The Graph Convolutional Neural Network (GCN) model [31]
is one of the most widely used GNN models, consisting of
several GraphConv layers. The GraphConv layer performs
the following computation:

𝐻𝑙+1 = 𝜎 [(𝐴 × 𝐻𝑙 ) ×𝑤𝑙 + 𝑏𝑙 ] , (2)

where 𝜎 represents the activation function; 𝐴 denotes the
adjacency matrix; 𝐻 stands for the feature matrix; 𝑤 indi-
cates the weight matrix; and 𝑏 represents the bias term. The
operation 𝐴 × 𝐻 corresponds to a typical SpMM operation.

Leveraging PyTorch [45] and its CUDA Extension feature,
we implement a dual-layer GCN model using DTC-SpMM,
denoted as DTC-GCN. We evaluate the end-to-end training
time of the model across four graph datasets. In addition
to YeastH and protein, which are already used for analysis
in previous sections, we expand our evaluation to include
the Illinois Graph Benchmark (IGB) dataset [30]. IGB is a
recently released and valuable tool for GNN research, of-
fering a variety of graph structures, including both homo-
geneous and heterogeneous graphs, at different scales. We
specifically choose the homogeneous graph datasets IGB-
tiny and IGB-small [30]. We compare against three popu-
lar GNN training frameworks, Deep Graph Library (DGL)
[53], Pytorch-Geometric (PyG) [10] and TC-GNN [57]. For
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Figure 16. End-to-end training time of GCN models (200
epochs). We excluded the format conversion time for TC-
GNN, as it does not utilize GPU acceleration, resulting in
relatively higher times.

PyG versions above 1.6.0, GNN training can be performed
in two modes: “Gather-Scatter” and “SparseTensor”. The
“SparseTensor”mode leverages SpMMkernels from the torch-
sparse library, resulting in lowermemory footprint and faster
execution times. The hidden layer dimensions are config-
ured at 128 and 256. Figure 16 shows the training time of
DTC-GCN, which includes the format conversion time. On
RTX4090, DTC-GCN achieves 1.26×, 1.91× and 2.21× geo-
metric mean speedups over DGL, PyG (w/ SparseTensor) and
TC-GNN, respectively. The geometric mean speedups are
1.22×, 1.81×, and 2.69× on RTX3090. When excluding the
results on the protein dataset (due to the weak performance
of TC-GNN’s SpMM kernel), DTC-GCN achieves geomet-
ric mean speedups of 1.16× and 1.19× over TC-GNN on
RTX4090 and RTX3090, respectively.

6 Overhead and Limitation
We assess the potential overheads in the design of DTC-
SpMM using two representative matrices (YeastH and pro-
tein) as examples. ❶ Format Conversion Overhead: Con-
verting matrices to ME-TCF from CSR format may introduce
overhead. To mitigate this, we develop GPU kernels to ac-
celerate this process. The conversion overhead is 1.48× and
14.50× of a single SpMM execution (𝑁 = 128), respectively.
Using highly-optimized GPU kernels, our format conver-
sion outperforms TC-GNN (which lacks GPU acceleration)
by 101.00× and 72.21×, respectively. ❷ Reordering Over-
head (Optional): TCU-Cache-Aware reordering, based on
[23, 26], achieves significant improvements but involves com-
putationally expensive Minhash and Jaccard calculations. We
compute them with GPU kernels from MinHashCuda and
[9], along with a batching technique to enhance GPU utiliza-
tion. These efforts reduce reordering time from hours [23]
to minutes. Reordering can be an offline preprocessing step,

and DTC-SpMM achieves significant speedups even without
it (Figure 11). ❸ Selector Overhead: The Selector execu-
tion time accounts for 42.0% and 24.8% of a single SpMM
execution time, respectively.

Many real-world applications require iterative SpMM ex-
ecution [5, 14, 58], where the sparse matrix 𝐴 remains un-
changed for thousands of SpMM operations. When applied
to these scenarios, both the format conversion and Selector
overhead of DTC-SpMM are negligible. Besides, for sparse
computing libraries (e.g., DGL [53] and PyG [10]) and sparse
matrix collections (e.g., IGB [30], OGB [20], SNAP [34], and
SuiteSparse [32]), all three overhead sources can be effec-
tively mitigated, enabling DTC-SpMM to achieve good accel-
eration. These libraries can perform reordering and format
conversion once on the stored sparse matrices, providing
significant performance benefits to numerous applications
built on them, such as sparse matrix factorization [27] and
GNN training and hyper-parameter tuning [47, 64]. However,
due to format conversion, DTC-SpMM may not be suitable
for a small number of scenarios with varying input sparse
matrices in each SpMM execution (e.g., graph sampling in
GNN [13]). Systems with lighter overhead, like cuSPARSE
[37] and HP-SpMM [8], are more suitable for such cases.

7 Conclusion
In this paper, we have examined the state-of-the-art tech-
niques to optimize general SpMM with TCs and identified
four key performance gaps. To close these gaps, we have
proposed DTC-SpMM, a novel approach with systematic op-
timizations tailored to harness TCs for accelerating general
SpMM. These optimizations encompass both high-level al-
gorithm design and low-level instruction pipeline and mem-
ory access optimizations. Extensive experiments on modern
GPUs have demonstrated that DTC-SpMM achieves remark-
able speedups compared to both state-of-the-art Tensor-Core
SpMM and the widely-used CUDA-core SpMM. While ini-
tially designed for NVIDIA GPUs and targeting TF32 pre-
cision, our insights and optimizations can be extended to
support other precisions, facilitating general SpMM acceler-
ation on parallel devices equipped with matrix computing
units.
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