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Abstract. Ranking documents in terms of their relevance to a given
query is fundamental to many real-life applications such as document
retrieval and recommendation systems. Extensive studies in this area
have focused on developing efficient ranking models. While ranking mod-
els are usually trained based on given training datasets, besides model
training algorithms, the quality of the document features selected for
model training also plays a very important aspect on the model per-
formance. The main objective of this paper is to present an approach
to discover “significant” document features for learning to rank (LTR)
problem. We conduct a systematic exploration of frequent pattern-based
ranking. First, we formally analyze the effectiveness of frequent patterns
for ranking. Combined features, which constitute a large portion of fre-
quent patterns, perform better than single features in terms of capturing
rich underlying semantics of the documents and hence provide good fea-
ture candidates for ranking. Based on our analysis, we propose a new
ranking approach called FP-Rank. Essentially, FP-Rank adopts frequent
pattern mining algorithms to mine frequent patterns, and then a new
pattern selection algorithm is adopted to select a set of patterns with
high overall significance and low redundancy. Our experiments on the
real datasets confirm that, by incorporating effective frequent patterns
to train a ranking model, such as RankSVM, the performance of the
ranking model can be substantially improved.

Keywords: Learning to rank, frequent pattern, combined features, fea-
ture selection, ranking performance;

1 Introduction

Ranking is a well-recognized problem in the areas of knowledge management and
information retrieval, since it is an integral part of many data-intensive applica-
tions such as advertising, documents retrieval, recommender systems, and many
others. For example, given a query, in a document retrieval system, an effective
ranking algorithm is essential to estimate the relevance of each document with
respect to this query, so that users can easily find the most relevant documents.

A high-quality ranking method is vital to guarantee the retrieval qualities.
The problem of finding effective ranking (or the ranking problem) has attracted a
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lot of researchers’ attention in recent years. Many empirical ranking models, like
the Boolean model, the vector space model, and the probabilistic model, were
then adopted to solve the ranking problem [2]. However these methods usually
suffer high cost for parameter tuning. Later, machine learning approaches, such
as RankSVM[15], RankNet[3], SoftRank[25], CRR[24], etc. have been derived to
automatically learn ranking functions, and they are collectively regarded as the
learning to rank (LTR) methods. By representing the documents with a large
amount of features and making use of advanced machine learning techniques,
most existing LTR methods give rise to very effective ranking functions.

While the majority of the research focuses on the design of more effective
ranking models, limited studies are carried out to improve the quality of the
document features used in LTR approach. In fact, besides the ranking model
training algorithms, the performance of a ranking model is also highly related
to the choice of the features used for ranking. In this paper, we systematically
investigate the possibility of frequent pattern-based ranking approach, where a
ranking model is built in terms of single features as well as significant frequent
patterns. We propose a new ranking approach, FP-Rank, which optimizes the
set of features used in LTR to improve the accuracy of ranking methods.

Combined features, which constitute a large portion of frequent patterns, are
proved to be effective to capture underlying semantics of datasets [6] [7]. For
ranking problem, a good example is that in order to extract features to repre-
sent documents, compared to single words (single feature), phrases (combined
features) can better deliver the semantics of the documents. In this paper, we
first formally analyze the ranking effectiveness of frequent patterns. In particu-
lar, we adopt a well-acknowledged criterion called pattern significance to measure
the ranking capability of a pattern. Then, we show combined patterns, which
consist a large portion of frequent patterns tend to have higher significance than
single patterns. Furthermore, we prove the significance of low frequency patterns
is limited due to their small coverage in the dataset. This work provides us a
theoretical support to use frequent patterns as feature candidates for ranking
problem and to filter the infrequent patterns when mining frequent patterns.

Our important observation is that not every frequent pattern is equally help-
ful for ranking. A good example is stop words which appear frequently in the
documents but tends to be useless in differentiating the documents. In addition,
due to large amount of possible frequent patterns, including all patterns in the
extended feature space not only increases model training time, but also dete-
riorates the ranking accuracy due to problem of over-fitting the model. These
conclusions provide us the necessity to do further feature selection on frequent
pattern set after mining frequent patterns. Therefore, we propose a new algo-
rithm to further select a pattern subset with high overall significance and low
redundancy after frequent pattern mining.

We now highlight all the components of our ranking approach called FP-
Rank, as shown in Figure 1(b), which consists of the following three phases: (1)
frequent pattern mining, (2) pattern selection, and (3) model training. In this
paper, we employ FP-Close [13] as the frequent pattern mining method, which
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is shown to be effective to mine closed frequent itemsets. Then, by adopting the
pattern significance criterion, our proposed pattern selection method does the
further pattern selection. Finally, the selected patterns are used to extend the
original feature space of training dataset, and the extended dataset is used to
train the ranking model.

(a) Usual LTR Approach (b) FP-Rank Approach

Fig. 1. Traditional LTR Approach vs. Our Proposed FP-Rank Approach

In summary, the major contributions are fourfold:
– We formally justify that frequent patterns are important in ranking. By

incorporating frequent patterns, the quality of training datasets can be im-
proved, and eventually the performance of ranking methods can be boosted.

– We propose a novel pattern selection algorithm to select a pattern set with
high overall significance and low redundancy. The pattern set is proved to
be effective for ranking.

– We present a new ranking approach called FP-Rank. In our proposed ap-
proach, the ranking models are built in terms of single features as well as
significant frequent patterns.

– We provide experimental evaluation of our proposed algorithm on real datasets.
By incorporating the selected patterns as new features for ranking, the rank-
ing performance of current widely-used LTR model such as RankSVM has
been greatly improved.

The rest of this paper is organized as follows. The notations and basic con-
cepts are introduced in Section 2. The related work is discussed in Section 3. In
Section 4, the details of the frequent pattern-based ranking approach and the
FP-Rank approach are presented. Extensive experiments on real datasets have
been conducted in Section 5. Finally Section 6 concludes the paper.

2 Preliminaries

We introduce notations and basic concepts that are used throughout the paper.
Documents and the Training Dataset. We denote by A the set of m attributes

that are used to represent documents, and the domain of each attribute ai ∈ A is
either a range [li, ui] or a discrete value set Ri. The training dataset is denoted
by D, and each record in D is in the form of 〈q,ddd, y〉, where q is a query, ddd
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is a document, and y is the relevance score of the document ddd with respect to
the query q. A document ddd is a set of attribute-value pairs, denoted as ddd =
{〈a1, v1〉, . . . , 〈am, vm〉}, where vi is the value of attribute ai for 1 ≤ i ≤ m. The
relevance score y of a document is a value in the range [0,K], where 0 means
no relevance between the query and the document and the (maximum) value K
means a “perfect” relevance.

Patterns (Features), single patterns and combined patterns. A pattern is a set
of attribute-value pairs, and we denote it as α = {〈ai1 , vi1〉, . . . , 〈aik , vik〉}. We
call the set of attributes contained in a pattern α the associated attribute set of
α and denote it as Aα. Aα is a subset of A, i.e., Aα ⊆ A. Given a pattern, if the
size of its associated attribute set is 1, we call this pattern a single pattern; if the
size of its associated attribute set is larger than 1, we call it a combined pattern.
Since the patterns are used as features in FP-Rank, we use interchangeably the
concepts patterns and features, single patterns and single features, combined
patterns and combined features, when no ambiguity arises.

Frequent patterns. Given a pattern α, we denote by Dα the set of records
〈qi, dididi, yi〉 in D such that, dididi contains pattern α. For example, suppose we have
a record 〈q, {〈a1, v1〉, 〈a2, v2〉, 〈a3, v3〉}, y〉, the record is said to belong to Dα
with the pattern α = {〈a1, v1〉, 〈a3, v3〉}. Given a threshold θ0, a pattern α is

said to be a frequent pattern if P (α) = |Dα|
|D| ≥ θ0. We use F to denote a set of

frequent patterns.
Learning to rank problem. The LTR approach solves the ranking problem in

the following way. First, it takes a training dataset D as the input, and a ranking
model is then constructed on D. The testing dataset T contains the records in
the form of 〈q,ddd, ȳ〉 and ȳ is the relevance score to be estimated. Then, the
ranking model is applied on T to estimate ȳ of each record in it. Finally, records
in T are given in the form of a list sorted in term of their estimated relevance
scores. The LTR approach is shown on Figure 1(a).

MAP and NDCG. MAP and NDCG are two criteria to evaluate the perfor-
mance of ranking model. The details can be found in [12].

3 Related Works

Frequent pattern mining based classification: Frequent pattern mining has
been a focused theme in data mining research, which gives rise to a large num-
ber of scalable methods. A comprehensive survey can be found in [14]. Besides
traditional techniques of deterministic frequent pattern mining, mining frequent
itemsets over uncertain databases has also attracted much attention recently.
For example, Tong et al. [26] [27] compare eight representative approaches of
uncertain frequent itemset mining and develop a comparable software platform.

The frequent pattern-based classification is inherently related to associative
classification. In associative classification, a classifier is built upon high quality
rules, such as the ones with high-confidence and high-support. The association
between frequent patterns and class labels is then used for prediction. The work
related to this area includes: CBA[19], CMAR[18], CPAR[34] etc. These methods
differ in their rule selection criteria (confidence, support, etc), number of rules
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they select (dataset coverage, top N, etc), and prediction result combination
methodology. Cheng [6] provides a theoretically analysis about why frequent
patterns are helpful for classification and bridges the gap between pattern’s
support with its information gain. Recent work in this area focuses on how
to mine the discriminative pattern efficiently. For example, Cheng [6] provides a
pattern selection method MMRFS to select frequent patterns from the candidate
pattern set. HARMONY [32] adopts an instance-centric rule generation approach
and achieves high accuracy and efficiency. DDP-Mine [7] provides a more effective
pruning technique and directly mines out informative patterns for classification.

Learning to rank: Ranking is a fundamental problem in many application
areas such as recommendation systems, document retrieval and advertising etc.
Previous work such as boolean models, vector models and probabilistic models
[2] usually suffers high cost of parameter tuning since we usually consider a large
number of relevant features for documents and queries.

Machine learning techniques provide many feasible solutions, since they can
automatically learn parameters and make use of a large part of features in the
model learning process, and this approach is referred Learning to rank (LTR)
approach. According to [4], [5], current LTR methods can be classified into three
categories: (i) Pointwise approach, (ii) Pairwise approach and (iii) Listwise ap-
proaches. In pointwise approach, each training example is treated as an inde-
pendent instance and a model is trained to map each document’s features to
its relevance score which could be based on regression [9] or classification [20]
[17]. The pairwise approach train ranking function to minimize a loss function
which is based on pair-wise preferences. The ranking problem is then trans-
formed into binary classification problem. Typical examples of such models in-
cludes RankSVM [15], RankNet [3], FRank [28], MHR [23], RankBoost[11], and
CRR[24]. etc. In listwise approach, the models consider the whole document list
instead of document pairs by either directly optimizing the IR measures, or indi-
rectly optimizing the IR measures by employing a loss function correlated to IR
measures. Directly optimizing the IR measures is difficult since they depend on
the rank and are not differentiable. Example methods include [8], SVMmap [35],
AdaRank [33], Boltzrank [31], NDCG-Boost [29], and [16]. Indirectly optimizing
the IR measures includes RankCosine [21], and ListNet [5].

Beside the above approaches, association rules have also been applied to
solve the LTR problem by Veloso [30]. When predicting the orders, several high
confidence rules are used and the final relevance score is computed by weighted
combination of the relevance score of all these selected rules. Our approach is in-
spired by the success of existing frequent pattern based classification approaches,
however, we differ from these approaches in the following three aspects: (1) We
use frequent patterns to extend the feature space instead of only using association
rules [30]. (2) Rather than only considering confidence or support of patterns or
association rules, we consider the characteristic of ranking problem and provide
pattern selection method to select high significance, low redundancy pattern set
for effective ranking. (3) Our approach is compatible with most of current LTR
algorithms and it demonstrates significant ranking improvement.
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4 Frequent Pattern-Based Ranking Approach

In this section, we present the frequent pattern based-ranking approach FP-
Rank, which carries out ranking by the following phases: (1) frequent pattern
mining, (2) pattern selection, and (3) model training. We first prove the effec-
tiveness of frequent patterns for ranking, and adopt the frequent pattern mining
methods such as FP-Close [13] to mine frequent patterns. By adopting the pat-
tern significance criterion, a greedy method is developed to select the pattern
set with high overall significance and low redundancy. Finally, the selected pat-
terns are used to extend the original feature space of training dataset, and the
extended dataset is used to train the ranking model.

4.1 The Effectiveness of Frequent Pattern for Ranking

Frequent patterns have two essential properties: combined patterns and high
frequency. We analyze how these properties contribute to the ranking problem.

The significance of combined patterns A large portion of frequent patterns
are combined patterns. Compared with single patterns, combined patterns are
better at capturing the underlying semantics of the documents, and thus they
can be more effective for producing more accurate ranking.

In order to formally analyze ranking capability of frequent patterns, we adopt
a well-acknowledged criterion called pattern significance for ranking.

Pattern significance. Given a pattern α, pattern significance S(α) measures
the correlation between α w.r.t relevance score. For the ranking problem, MAP
and NDCG are used to evaluate the effectiveness of a feature, which are proved
to be helpful in [12]. Here we adopt the same methodology and define pattern sig-
nificance be a pattern’s MAP or NDCG, denoted as MAP (α) and NDCG(α),
and they can be computed by MAP and NDCG of the ranking model trained
solely based on this pattern (using RankSVM, RankNet, etc.).

We utilize the Microsoft LETOR MQ2008 and OHSUMED datasets [22], and
plot the MAP and NDCG of single patterns as well as combined patterns. We
can see that the combined patterns tend to have higher significance, e.g. Figures
2(a) and 2(b).

Pattern significance vs. pattern frequency We now study the relationship
between the significance of a frequent pattern and its frequency, and demon-
strate that the significance of patterns with low frequency is limited. In addi-
tion, patterns with low frequency may lower the ranking accuracy due to model
over-fitting. We provide the following lemma for detailed illustration.

Lemma 1 Given dataset D and pattern α, suppose pattern frequency P (α) =
|Dα|
|D| = θ. To simplify our analysis, we further assume relevance score y ∈ {0, 1},

the percentage of relevant documents P (y = 1) =
|Dy=1|
|D| = p, the possible signif-

icance upper bound of α, denoted as S(α)ub, is monotonically increasing with θ,
when θ is small. i.e., 0 ≤ θ < min{1− p, p}.
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Fig. 2. Pattern Significance vs. Pattern Length on LETOR dataset

In order to prove Lemma 1, we now cast ranking problem into a multiple
classification problem by treating relevance scores as class labels, since perfect
classifications lead to perfect DCG scores according to the definition of DCG
in Section 2. This view connects two intrinsically different problems of ranking
and classification. In addition, Li et al.[17] further proved that a model’s DCG
error is bounded by the converted classification error by Lemma 2.

Lemma 2 Suppose there are n documents {d1, d2, . . . , dn}. Given a query q,
the ground truth ranked list of documents is G, which is produced by ranking
documents in terms of their true relevance scores. Suppose a classifier estimates
the relevance score ȳi of document di to be an integer in [0,K], for 1 ≤ i ≤ n.
Then the documents are sorted in terms of their estimated relevance scores to
produce the estimated ranked list R. The corresponding DCG error of R with
respect to G is bounded by the square root of the classification error, that is,

DCGG −DCGR 6
(

2K − 1
)( n∑

i=1

c2[i] − n
n∏
i=1

c
2/n

[i]

)1/2( n∑
i=1

1yi 6=ȳi

)1/2

. (1)

Based on Lemma 2, we now prove that the significance of patterns with low
frequency is limited. To simplify our analysis, we further assume relevance score

y ∈ {0, 1}. Given a dataset D, let P (α) = |Dα|
|D| = θ, P (y = 1) =

|Dy=1|
|D| = p,

where Dy=1 is the set of documents with relevance score y = 1, and P (y =

1|α) =
|Dα∩Dy=1|
|Dα| = q. Then

1− S(α) = 1− DCG(α)

DCGG
≤ λ ∗

(∑n
i=1 1yi 6=ȳi
|D|

)1/2

, (2)

where
∑n
i=1 1yi 6=ȳi
|D| is the relevant classification error of the classifier built solely

on α, denoted as E(α), and

λ =

(
2K − 1

) (∑n
i=1 c

2
[i] − n

∏n
i=1 c

2/n

[i]

)1/2

∗ |D|1/2

DCGG

(3)

is a constant for a given dataset.
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From the above assumption, we deduce that P (α, y = 1) = qθ, P (ᾱ, y = 1) =
p − qθ, P (α, y = 0) = θ − qθ and P (ᾱ, y = 0) = 1 − p − θ + qθ. So the error of
the classifier built on α is given by:

E(α) = min {θ + p− 2θq, 1− (θ + p− 2θq)} . (4)

For fixed p and θ, E(α) varies with q, and reaches the lower bound at the following
conditions. When p ≤ 0.5,

E(α)lb =


p− θ, for q = 1, 0 ≤ θ < p

θ − p, for q = p
θ
, p ≤ θ < 0.5

1− θ − p, for q = 0, 0.5 ≤ θ < 1− p
θ + p− 1, for q = 1− 1−p

θ
, 1− p ≤ θ ≤ 1

, (5)

and when p > 0.5,

E(α)lb =


1− θ − p, for q = 0, 0 ≤ θ < 1− p
θ + p− 1, for q = 1− 1−p

θ
, 1− p ≤ θ < 0.5

p− θ, for q = 1, 0.5 ≤ θ < p

θ − p, for q = p
θ
, p ≤ θ ≤ 1

. (6)

We take one case of E(α)lb as an example, i.e., p ≤ 0.5 and 0 ≤ θ < p. E(α)
gets its lower bound when q = 1. The partial derivative of E(α)lb|q=1 w.r.t.θ is

∂E(α)lb|q=1

∂θ
= −1 < 0. (7)

The above analysis demonstrates that when p ≤ 0.5, E(α)lb is a function
of the pattern frequency θ. When θ is small, i.e., 0 ≤ θ < p, E(α)lb|q=1 is
monotonically decreasing with θ, i.e., the smaller θ is, the larger E(α)lb|q=1 is, and
according pattern significance S(α) is likely to be smaller as well. The conclusion
is the same for the cases with p > 0.5. When θ is small, i.e., 0 ≤ θ < 1 −
p, E(α)lb|q=0 is monotonically decreasing with θ. Therefore, the significance of
patterns with low frequency is bounded by a small value.

We have discussed the effectiveness of combined patterns for ranking in
Section 4.1. One possible way to generate combined patterns from the origi-
nal dataset is to enumerate all the combinations of the single patterns. This
naive method suffers from the high cost due to large number of combinations
(O(2n)). The formal analysis in this section indicates that we can use frequent
patterns with frequency large than some threshold min sup instead of all the
single pattern combinations without suffering too much performance loss, since
significance of patterns with low frequency is limited.

4.2 Feature Selection on Frequent Pattern Set

Although frequent patterns are useful for improving accuracy of ranking, it does
not mean that every frequent pattern is equally helpful. A good example is stop
words which appear quite a lot in most of the documents, but almost helpless
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Algorithm 1 FP-Rank Feature Selection

Input: Frequent pattern set F ; Training dataset D; Pattern Number N ;
Output: Pattern set Fs;
1: Fs = Φ;
2: while (|Fs| < N) do
3: α = argmaxα∈F−Fs Φ(α);
4: if α can correctly cover at lease one instance in D then
5: Fs = Fs ∪ {α};
6: end if
7: F = F − {α};
8: if F = Φ then
9: break;

10: end if
11: end while
12: return Fs

in differentiating documents. Since frequent patterns are generated by only con-
sidering frequency, the mined frequent patterns may contain a large portion of
insignificant patterns. Including insignificant patterns for model training does
not only increase the model training time, but also leads to the reduction of the
ranking performance due to model overfitting. The objective of pattern selection
is to find a pattern set from all the mined frequent patterns, such that the overall
pattern significance is high, while the redundancy among the patterns in the set
is low. This problem is known to be NP-hard [12]. Since the number of mined
frequent patterns is usually extremely large, we therefore need to devise an ef-
ficient pattern selection method, which searches for the pattern set in a greedy
way. We have defined pattern significance in Section 4.1, and the redundancy
criterion is defined as follows.

Redundancy between two patterns. Given two patterns α and β, redundancy
R(α, β) measures the correlation between these two patterns. Particularly, we
consider the redundancy between two patterns based on the prediction results
given by the models solely built on each of them. Many methods have been
proposed to measure the distance between two ranked lists, such as Sperman’s
footrule, Kendall’s tau distance, etc [12]. We choose the Kendall’s tau distance,
which has been proved to be effective in measuring distance of ranked lists [12],
and thus the R(α, β) is defined as follows:

R(α, β) = τ(α, β)×min(S(α), S(β)), with τ(α, β) =

∑
q∈Q τq(α, β)

|Q| . (8)

τq(α, β) is the Kendall’s tau value between two rankings respectively generated
based on two patterns for query q, which is defined as follows:

τq(α, β) =
| {(di, dj) ∈ Dq} |di ≺α dj and di ≺β dj |

| {(di, dj) ∈ Dq} |
, (9)

where Dq denotes the set of documents given by query q. τ(α, β) is the average
Kendall’s tau value over all the queries in set Q.
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We define a score for a pattern α, denoted as Φ(α), as follows:

Φ(α) = S(α)−maxβ∈FsR(α, β). (10)

The greedy pattern selection algorithm is presented in Algorithm 1. It searches
over all the mined frequent patterns in F and find the one with maximal Φ value
(Line 3), and if this pattern can correctly cover at least one instance in the train-
ing dataset, we include it to the selected pattern set Fs (Lines 4-5). We keep
searching the mined frequent pattern set until N patterns are found (Line 2) or
set F is empty (Lines 8-10).

4.3 FP-Rank Approach

We present the two algorithms in our FP-Rank Approach: FP-Rank Training
(Algorithm 2) and FP-Rank Predicting (Algorithm 3). In the training part, after
we preprocess the dataset (Line 1), the frequent pattern mining algorithm, such
as FP-Close [13], is adopted for mining frequent patterns (Line 2). Our proposed
pattern selection algorithm 1 is used to select a set of patterns Fs (Line 3). The
selected patterns are used to extend the original feature space of the dataset (Line
4), and extended dataset is used to train a ranking model M , using RankSVM,
RankNet, and etc (Line 5). In the prediction part, we use the pattern set Fs
to extend the feature space of the testing instances (Line 1), and then ranking
model M is used to predict the relevance scores of testing instances (Line 2).

Algorithm 2 FP-Rank Training

Input: Training dataset D;
Output: Ranking model M . Pattern set Fs
1: D′ =Preprocessing(D). //data discretization etc.
2: F =FP-Close(D′). //closed frequent pattern mining.
3: Fs =FeatureSelection(F ). //pattern selection (Algorithm 1).
4: D′′ =FeatureSpaceExtension(Fs, D). //feature space extension using Fs and D.
5: M =ModelTraning(D′′) //model training based on extended dataset.
6: return Fs and M

Algorithm 3 FP-Rank Predicting

Input: Pattern set Fs, Ranking model M , Testing instance t
Output: Predicted relevance score y for t
1: t′ =FeatureSpaceExtension(Fs, t) //feature space extension for t using Fs.
2: y =Prediction(M, t′) //relevance score prediction for t′ using model M
3: return y
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5 Experiments

In this section, we evaluate the effectiveness of FP-Rank framework. We intro-
duce the datasets and the relevant setup algorithms used in the experiments in
Section 5.1. Then, we evaluate the ranking performance in Section 5.2.

5.1 Experimental Setup

Dataset In our experiments, the Microsoft’s LETOR benchmark [22] is used.
LETOR is a benchmark for research on LTR, which composes of several data
subsets, evaluation tools, and baseline evaluation results (such as RankSVM,
RankBoost, etc) for ranking performance evaluation. Each data subset contains
a set of queries, a set of features for query document pairs, and a set of corre-
sponding relevance scores for the evaluation. We choose the LETOR4.0 MQ2008
dataset, the statistics of which is listed in Table 1. For each fold, the training
set is first used to learn a ranking model. The validation set is used for model
parameters tuning, and the ranking model is then used on testing set. The es-
timated relevance scores on the testing set are employed to derive the standard
NDCG@n, P@n, and MAP measures in the ranking evaluation.

Table 1. Statistics of the MQ2008 dataset

No. of Features No. of Queries No. of Query-Document No. of Document

46 784 15211 14384

Ranking model In our experiments, RankSVM is employed to derive the rank-
ing model. It utilizes instance pairs and their preference labels in the training.
The optimization formulation of RankSVM is given by:

min
1

2
wTw + C

∑
i,j,q

εi,j,q

s.t.∀ (di, dj) ∈ r∗q : ωø (q, di) ≥ ωø (q, dj) + 1− εi,j,q.
We employ RankSVMStruct [15] in the FP-Rank framework. RankSVMStruct is
the most up-to-data implementation with optimized speed and performance, and
previous studies [15] have already shown the effectiveness of RankSVMStruct.

Data preprocessing Most pattern mining algorithms, such as Apriori [1], FP-
Close [13], can only handle discrete attributes. However, since the attributes of
most of the ranking datasets (e.g, Microsoft’s LETOR datasets, Yahoo’s LTR
competition1 datasets) are continuous, data discretization should be performed
before frequent pattern mining. Naive discretization methods such as binary dis-
cretization or n-equal-width bins discretization suffers from two major problems:
1) information loss, which decreases the significance of frequent patterns, and
2) useless patterns, which are patterns that have limited effect for ranking but
make mining and pattern selection more expensive. Since if the discretization is
not fine enough, it assigns many different values into the same bins, and thus
generating noise patterns with information loss. In our experiment we compared
several discretization methods, and we use MDL methods [10], which gives the
best results due to the minimal information loss.
1 http://learningtorankchallenge.yahoo.com/datasets.php
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Frequent pattern mining algorithm Frequent pattern mining is a well-
studied theme with various available algorithms and software tools. Based on
the redundancy definition in section 4.2, instead of frequent patterns, we use
closed frequent patterns as features in our framework, since a closed pattern is
a concise representation of all its redundant non-closed sub-patterns. We choose
FP-Close [13] to mine closed frequent patterns in our experiment. To maximize
the number of significant patterns, we divide each dataset into several partitions
according to the relevance scores. We first mine the frequent patterns in each
partition. The mined patterns are merged together, and pattern selection is then
applied on the merged pattern set to find the pattern subset.

To compare different pattern selection criteria, we also adopt information
gain, which is a widely-used feature quality measurement for classification, to
measure significance of a pattern, and adopt an extension based on Jaccard
distance for measuring the redundancy. This criterion is effective for classification
according to [6].

5.2 Ranking

Accuracy The ranking results in terms ofMAP andNDCG@n for the MQ2008
dataset are presented in Figures 3 and Table 2. From the results, we observe that
the newly added frequent patterns can significantly improve the ranking perfor-
mance. Both the two feature selection criteria (i.e.,IG+Jaccard, MAP+KenTau)
achieve much better results compared to the baseline method (RankSVM with
no pattern added). This aligns with our claim in Section 4.1 that ranking per-
formance can be improved by including selected frequent patterns subset.

Table 2. Summary of Ranking Improvement on MQ2008 dataset

MAP NDCG

Fold Baseline FP-Rank Improv. Baseline FP-Rank Improv.

F1 0.4502 0.4672 3.78% 0.4577 0.4784 4.52%

F2 0.4213 0.4377 3.89% 0.4296 0.4378 1.91%

F3 0.4529 0.4529 0% 0.4686 0.4686 0%

F4 0.5284 0.5472 3.56% 0.5442 0.5604 2.98%

F5 0.495 0.5059 2.20% 0.5159 0.5232 1.42%

Ave. 0.46956 0.48172 2.69% 0.4832 0.4931 2.17%

We find that our proposed MAP significance with Kendall tau redundancy
criterion in FP-Rank achieve better results compared to IG with Jaccrad meth-
ods, showing that our proposed ranking pattern selection method is more ef-
fective comparing to methods (e.g., IG and Jaccrad) for classification (Figure
3). We observe that our method significantly improves the ranking performance
(Maximum: 4.52% and Average: 2.17% in terms of NDCG@n; Maximum 3.89%
and Average: 2.69% in terms of MAP ) compared to the baseline RankSVMStruct

method (Table 2).

The effect of pattern set size N In our pattern selection algorithm, param-
eter N denotes the subset size of the selected pattern. In our experiment, we try
different N to train the model with training set, and the models with the best
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performance on the validation set are used. As N varies, the ranking results in
terms of MAP and NDCG@n for the MQ2008 dataset are presented in Figure
4. Besides confirming the effectiveness of the new added patterns and our pat-
tern selection algorithm, we conclude that the subset size N of the new added
pattern is small (less than 20), which makes the model training time similar as
the baseline RankSVMStruct method.
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Fig. 3. Detailed Ranking Improvement on LETOR MQ2008 dataset

6 Conclusions

In this paper, we propose a new approach FP-Rank that aims to achieve a
more effective learning to rank approach by using frequent patterns. Our study
confirms that frequent patterns offer high quality features that can be used to
improve the performance of a ranking model. Compared with commonly used
feature selection approaches, our ranking feature selection method is able to
find a pattern subset that is specific for a ranking problem. The improvement
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(a) MQ2008-Fold1-MAP (b) MQ2008-Fold4-MAP

(c) MQ2008-Fold1-NDCG (d) MQ2008-Fold4-NDCG
Fig. 4. Ranking Performance Improvement vs. Pattern Number N

is clearly evidenced by the ranking accuracy measured by MAP and NDCG in
FP-Rank in a spectrum of experiments.
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