E cient Query Processing on Graph Databases

We study the problem of processing subgraph queries on a database that consists of a large
set of graphs. The answer to a subgraph query is the set of grap hs in the database that are
supergraphs of the query. In this paper, we propose an e cien tindex, called FG*-index , to solve
this problem.

The cost of processing a subgraph query using most existing i ndexes mainly consists of two
parts, the index probing cost and the candidate verication cost. Index probing is to nd the
query in the index, or to nd the graphs from which we can gener ate a candidate answer set for
the query. Candidate veri cation is to test whether each gra ph in the candidate set is indeed a
supergraph of the query. We design FG*-index to minimize the se two costs as follows.

FG*-index consists of three components: the FG-index , the feature-index , and the FAQ-index .
First, the FG-index employs the concept of Frequent subGraph (FG) to allow the set of queries
that are FGs to be answered without candidate veri cation. W e call this set of queries FG-queries .
We can enlarge the set of FG-queries so that more queries can b e answered without candidate
veri cation; however, a larger set of FG-queries implies a | arger FG-index and hence the index
probing cost also increases. We propose the feature-index t o reduce the index probing cost. The
feature-index uses features to Iter false results that are  matched in the FG-index, so that we can
quickly nd the truly matching graphs for a query. For proces  sing non-FG-queries, we propose the
FAQ-index, which is dynamically constructed from the set of = Frequently Asked non-FG-Queries
(FAQs ). Using the FAQ-index, veri cation is not required for proc  essing FAQs and only a small
number of candidates needs to be veri ed for processing non- FG-queries that are not frequently
asked Finally, a comprehensive set of experiments veri es that g uery processing using FG*-index
is up to orders of magnitude more e cient than state-of-the-  art indexes and it is also more scalable.

Categories and Subject Descriptors: H.2.4 [ Database Management  ]: Systems - Query process-
ing

General Terms: Algorithms, Experimentation, Performance

Additional Key Words and Phrases: Graph Databases, Graph In  dexing, Graph Query Processing

1. INTRODUCTION

Graph is a powerful tool for representing and understandingobjects and their re-
lationships in various application domains. In recent yeas, graph databases have
become more in use and the volume of graph data increases raiy. However, the
performance of query processing on graph databases is stitadequate due to the
high complexity of processing graph data. As a result, it is mportant to develop
e cient algorithms for processing queries on graph databags.

Existing research has been conducted mainly on two types ofrgph databases.
The rst type is a database that consists of a single large grah or a small number
of large graphs, such as the Web graph and social networks. Pycal querying tasks
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2 : E cient Query Processing on Graph Databases

for such graph databases include nding the best connectiorbetween a given set
of query nodes [Faloutsos et al. 2004; Koren et al. 2006; Tongnd Faloutsos 2006]
and nding subgraphs that match a given query pattern [Gati ng 1994; Cook and
Holder 1994; Holder et al. 1994; Tong et al. 2007].

The second type is a database that consists of a large set of sfh graphs such
as chemical compounds and biological pathways. This type oflatabases is espe-
cially popular in scienti c domains such as chemistry [James et al. 2003] and bio-
informatics [Huan et al. 2004]. Typical queries for this type of databases include
subgraph queries and similarity queries. A subgraph query retrieves all the graphs
in the database that are supergraphs of a given query graph f&sha et al. 2002;
Yan et al. 2005a; He and Singh 2006; Jiang et al. 2007; Williaset al. 2007; Zhang
et al. 2007; Cheng et al. 2007; Zhao et al. 2007], while a siaility query retrieves all
the graphs that are structurally similar to a given query graph [Yan et al. 2005b; He
and Singh 2006; Jiang et al. 2007; Williams et al. 2007]. Thestwo types of queries
have a wide range of applications such as motif discovery in[3 protein structures,
pathway discovery in protein interaction graphs, drug desgn, schema matching,
correlation discovery in graph databases [Ke et al. 2007],rad many more.

In this paper, we propose an e cient index to process subgrap queries in a
database that consists of a set of small graphs. In most of thexisting work, a
similarity query is processed by evaluating the set of relard graphs of the query
graph using the index for processing subgraph queries. Thusur work can also be
extended to handle similarity queries in a similar way.

Let D be a graph database that consists of a set of graphs. The prosging of a
subgraph query is described as followsgiven a graph g, retrieve all graphs g [0
such that g is a supergraph of q. Processing a subgraph query is a fundamental
operation for querying graph databases. However, due to thaliversity of graphs,
a subgraph query is in general very complex, since any part ., any subgraph) of
the query graph is a predicate that needs to be satis ed in thequery evaluation.
Processing the query by a sequential scan oB® to check whetherq is a subgraph
of eachg [CD is infeasible, sincesubgraph isomorphism testing is known as an
NP-complete problem [Cook 1971].

In recent years, many e cient indexes [Shasha et al. 2002; Ya et al. 2005a; He
and Singh 2006; Jiang et al. 2007; Zhang et al. 2007; Zhao et.&007] have been
proposed to process subgraph queries on graph databases. €y processing using
these indexes focuses mainly on the following two operatian filtering and candidate
verification. First, Itering uses the index to eliminate part of the fals e results and
to produce a candidate answer set. Then, candidate veri caibn tests whether each
candidate is indeed a supergraph of the query. Since the caidhte answer set is in
general much smaller than the entire graph database, query qpcessing using the
indexes is signi cantly more e cient than the sequential scan approach.

As pointed out by the authors of the above-mentioned indexesthe cost of can-
didate veri cation is the dominating factor in the cost of pr ocessing a subgraph
guery. Therefore, the indexes aim at reducing the candidateset as much as possible.
However, due to the high complexity of subgraph isomorphismtesting, candidate
veri cation is still the most expensive part in processing a subgraph query since
the size of the candidate answer set is at least that of the exa answer set.
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Among the existing indexes,GDIndex [Williams et al. 2007] is an exception that
does not require candidate veri cation. However, GDIndex needs to index all the
subgraphs of every graph in the database and hence this appach is e cient for
processing databases that contain only small graphs.

The recently proposedFG-index [Cheng et al. 2007] makes an advance in handling
the expensive candidate veri cation process. FG-index is a index de ned based on
the concept of Frequent subGraphs (FGs) [Inokuchi et al. 2000]. An FG is a graph
that is a subgraph of at least (0 - |D|) graphs in D, wherec (0 <0 < 1) is a pre-
de ned threshold. Since the set of FGs can be large, Cheng etl.ade ne the notion
of d-Tolerance Closed FGs (86-TCFGs) to cluster the FGs and to organize them into
levels. FG-index is then built as a tree-structured index, ® that the search space
of the index probing is e ectively reduced. The parameterd determines the size of
a cluster and hence controls the size of the index at each lele

FG-index classi es queries into two categories:FG-queries and non-FG-queries,
which are queries that are FGs and not FGs, respectively. Themain advantage
of FG-index over other existing indexes is that no candidateveri cation is needed
for processing FG-queries. For processing non-FG-querieBG-index is also able to
obtain a small candidate answer set to reduce the cost of carndate veri cation.

There is a problem in FG-index inherited from the concept of FGs. In order to
answer a larger set of queries without candidate veri cation, a small o should be
used to build the index. However, a smallero implies a larger index and hence
a higher index probing cost. In the index probing process, weneed to match the
query with the indexed graphs and each matching involves a dagraph isomorphism
test. Thus, although the candidate veri cation cost is lowered, the index probing
cost may become too high.

In this paper, we address this problem by incorporating afeature-based search
strategy into FG-index. We compute a set offeatures and build an index, called the
feature-index, on the features. Since features possess the structural imfmation of
the indexed graphs, the feature-index can nd a matching gragh quickly without
processing many false results, thereby e ectively reducig the number of subgraph
isomorphism tests performed in the index probing process. éa result, we are able
to use a smallo to process a large set of queries without candidate veri caibn and
with a low index probing cost.

In addition to the improvement in the index probing e ciency , this paper makes
another advance over FG-index. Using FG-index, the size oftie candidate set for a
non-FG-query is at best close to ¢ - |[D]), since the candidate set is generated from
the indexed graphs, which are FGs. We eliminate this bound orthe candidate set
size for processing non-FG-queries. The candidate set sizan now be smaller than
the answer set size and even zero (i.e., no candidate veri ¢@n).

We achieve this by proposing a new index, called thd=AQ-index. We model the
set of all queries as a stream and de ne the notion ofrequently Asked non-FG-
Queries (FAQs) within a sliding window. Then, the FAQ-index is constructed on
the set of FAQs and is dynamically updated for each window slie. When a query
is an FAQ, the FAQ-index answers the query without any candidate veri cation.
When the query is not an FAQ, the FAQ-index is able to obtain a subset of the
answer set and to generate only a small number of candidate®ff veri cation.
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Fig. 1. The Underlying Principle of Query Processing using F  G-Index
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Fig. 2.  The Underlying Principle of Query Processing using F  G*-Index

We incorporate the FG-index, the feature-index and the FAQ-index coherently
into a uni ed index framework, called FG*-index. Figure 2 depicts the underlying
principle of processing a queryq using FG*-index, where the counterpart using
FG-index is shown in Figure 1. Using FG-index, non-FG-queres must go through
candidate veri cation. In FG*-index, we rst employ the fea ture-index to improve
the e ciency of the index probing process. Then, non-FG-queies are answered
e ciently using the FAQ-index.

We verify the performance of FG*-index with a comprehensiveset of experiments.
We demonstrate that the use of the feature-index signi canty improves the index
probing e ciency, while the use of the FAQ-index signicant ly reduces the cost
of candidate veri cation. We also show that FG*-index signi cantly outperforms
FG-index with a series of comparisons between the two indexe In addition, we
compare FG*-index with two other state-of-the-art graph indexes, gindex [Yan
et al. 2005a] andC-tree [He and Singh 2006]. The results show that FG*-index
is up to orders of magnitude faster and consumes signi cantl less memory than
glndex and C-tree. We further show that FG*-index is much more scalable than
gindex and C-tree when we increase the database size as wedl the graph density.

Although e cient query processing is the primary objective of this paper, ef-
cient index construction and update maintenance are also mportant concerns.
We show that the index construction cost depends mainly on tle parametera, or
equivalently the number of FGs. Smallero results in faster query processing, but
higher index construction cost. However, we nd that when ¢ increases, query
performance degrades only slightly but the performance offte index construction
improves exponentially. Thus, we can build the index with a snaller ¢ if the index
can be built during system idle time or if query performance s critical. Otherwise,
we can build the index with a relatively larger g, which still achieves very impres-
sive query performance according to our extensive experinmal results, especially
compared with the other indexes. We also suggest guidelings set g, as well asd
and other parameters used in the index, based on the experinméal results.

For index maintenance, we propose a batch-update strategyhat builds an aux-
iliary FG*-index to process queries on the set of updated grphs and rebuilds the
entire index only when the update overhead becomes more expsive than rebuild-
ing the index. This method is simple and can handle frequent dtabase updates.
Finally, we verify the e ciency of our update strategy with a set of experiments.
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Organization. The rest of the paper is organized as follows. Section 2 de rethe
preliminary concepts. Section 3 presents FG-index. Sectiv 4 conducts a detailed
analysis on FG-index, identifying its merits as well as its Imitations. Section 5
proposes FG*-index, discussing in detail both the featureindex and the FAQ-index.
Section 6 discusses the update of FG*-index. Section 7 reptsr the experimental
results. Section 8 discusses the related work and Section ®mcludes the paper.

2. PRELIMINARIES

For simplicity in presentation, we restrict our discussion to undirected, labelled
connected graphs. However, our index and query processing algorithms applyn the
same way to directed graphs. Throughout the paper, we simplycall an undirected,
labelled connected graph a graph.

A graph g is de ned as a 4-tuple (V, E, L, 1), where V is the set of vertices,E is
the set of edgesL is the set of labels andl is a labelling function that maps each
vertex or edge to a label inL. We de ne the size of a graph g as the number of
edges ing, denoted assize(g) = |E(9)|.

Given a set of graphsG, a distinct edge in G is de ned as a 3-tuple, (g, le, Iv),
where g is the label of an edge ¢, V) in a graph g [, and |, and I, are the labels
of verticesu and v in g. Given a distinct edgee and a graphg in G, we de ne the
count of e in g, denoted ascount(e, g), as the number of occurrences ot in g.

Given two graphs, g = (V,E,L,I) and g° = (V% E°L%19, a subgraph isomor-
phism from g to g°is an injective function h: V - V9 such that [{d,v) [H,
(h(u), h(v)) CEC I(u) = 1qh(u)), I(v) = 19Nn(v)), and I(u,Vv) = 19h(u), h(v)).

A graph g is called asubgraph of another graph g° (or g°is a supergraph of g),
denoted asg gl (or g° [Cg)l if there exists a subgraph isomorphism fromg to g°.
We call g a proper subgraph of g° denoted asg g if g [Cg9and g+ g°

2.1 Frequent Subgraphs

Let D be a graph database that consists of a set of graphs. Given a gph f, the
frequency of ¥ in D, denoted asfreq(f), is de ned as the number of graphs inD
that are supergraphs off; that is, freq(f) = |{g : g [CD,g CT}. A graph f is
called a Frequent subGraph (FG) [Inokuchi et al. 2000] if freq(f) = (o - |D]), where
0 (0 <0 <1)is a pre-de ned minimum frequency threshold.

Let F be the set of all FGs that are mined from D. A graph f is called a
Maximal Frequent subGraph (MFG) [Huan et al. 2004] if f [CH and @° [CH such
that fO [F1 A graph f is called aClosed Frequent subGraph (CFG) [Yan and Han
2003] if f [H and @° [H such that f° [Fland freq(f% = freq(f).

Example 1. Figure 3 shows 14 FGsf,. .., fi14, mined from a graph database,
where a, b, ¢ represent three distinct edges (note that a distinct edge rpresents a
unique tuple consisting of the labels of an edge and its incient vertices). Figure 4
organizes the FGs according to their size and represents da¢-G as a node, where
the number following \:" is the frequency of the FG. (The number on an edge in
Figure 4 is to be introduced later in other examples in the pager.)

Among the FGs, fg, 9 and f14 are MFGs since they have no proper supergraphs.
All the FGs, except f1» and fi3, are CFGs. The FGsf;, and fi3 are not CFGs
because they have a supergrapffii4, which has the same frequency.
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Fig. 3. Frequent Subgraphs

Fig. 4. Frequent Subgraphs and Their Frequency

2.2 Subgraph Queries

A subgraph query, or simply a query, is a graph that has at least one edge. Pro-
cessing a query with a single vertex is trivial and thus not dscussed.

The query processing problem we tackle in this paper is stated as follows.Given
a graph database D and a query q, retrieve all g such that g is a supergraph of
g. The answer set of a queryq is denoted asDq = {g9: g [D,g Ca.

Given a minimum frequency threshold o, a query q is called an FG-query with
respect to o if [Dg| = (o - |D|), since freq(q) = |Dg| = (o - |D[) and henceq is an
FG. If |Dg4| < (o - |DJ), then g is a non-FG-query with respect to o.

Table 2.2 gives the notations used throughout the paper.

3. FG-INDEX

In this section, we presentFG-index [Cheng et al. 2007]. We rst de ne the notion
of d-tolerance CFGs, which forms the core of FG-index. Then, we discuss the
construction of FG-index and query processing using FG-inéx.
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Table I. Notations Used Throughout

[ Symbol ] Description |

D the graph database

size(Q) the number of edges in a graph g

count (e; g) the number of occurrences of a distinct edge ein g
freq(f) the number of graphs in D that are supergraphs of a graph f
the minimum frequency threshold (0 1)
F the set of all FGs mined from D w.r.t.
q a query graph
Dq the answer set of a query g (the set of supergraphs of gin D)
the frequency tolerance factor (0 1)
T the set of -TCFGs mined from D
a total order de ned on F by De nition 2
CLOS (ft) the closure of a -TCFG f¢
GA[i] the i-th entry of the GA of an IGI or an IFI
IDA (e;n;m) the m-edge ID-array in the size- n ID-entry of a distinct edge e

G the candidate answer set of a query q
F the feature set that contains all FGs of size between [ |;u]
w the number of time units in a sliding window W

N Fag the number of FAQs in a sliding window
M the size of the available memory

D gel the set of deleted graphs from D
D new the set of new graphs added to D

3.1 -Tolerance Closed Frequent Subgraphs

FG-index is a tree-structured index built on the set of FGs, F. We de ne the
notion of d-tolerance CFGs @-TCFGSs) to cluster the FGs in F so that they can
be organized into levels. The notion ofd-TCFGs also allows us to exibly tune the
size of the index at each level by adjusting the value ob.

We de ne the notion of 6-TCFG as follows.

Definition 1. ( d-Tolerance CFG) A graph, f [H, is a 6-Tolerance CFG
(3-TCFG) if and only if @° [H such that £ [Fland freq(f% = ((1 —9) - freq(f)),
where 8 (0 <6 <1) is a pre-defined frequency tolerance factor

We can de ne CFGs and MFGs by 6-TCFGs as follows.

Lemma 1. A graph f is a CFG if and only if f is a O-TCFG. A graph f is an
MFG if and only if ¥ is a 1-TCFG.

Corollary 1. Let T be the set of 3-TCFGs, Fc be the set of CFGs, and Fy
be the set of MFGs. Then, Fy 11 [CEt.

Corollary 1 gives the upper bound and the lower bound on the gie of T . The
following example illustrates the concept of6-TCFGs.

Example 2. Consider the 14 FGs in Figure 4. The number on each edge is
computed asde = (1 —freq(f;)/freq(f;)), where f; is the smallest proper supergraph
of f; that has the greatest frequency. According to De nition 1, f; is ad-TCFG i
de > 0. Let d = 0.04. Then, the set of 004-TCFGs is {fl,f4,f5,f8,fg,f14}, ie.,
the set of bold nodes in Figure 4. For examplef; is a 0.04-TCFG since f; does not
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have a proper supergraph that has a frequency greater than ((—0.04)<163)= 156.
The FG fg is not a 0.04-TCFG since we havefreq(fy) > ((1 — 0.04) x freq(fs)).

The set of 1-TCFGs, i.e., the set of MFGs, is{fs, fg, f14}; while the set of 0O-
TCFGs, i.e., the set of CFGs, contains all FGs exceptfi, and fi3.

From now on, we use the lighter notation T to representT when § is clear in
the context. To create clusters fromF based onT, we need to nd the connection
between the graphs inT and those in (F —T). We establish this connection by
de ning the closure of ad-TCFG.

To de ne the closure of a d-TCFG, we need to rst dene a total order on
F. We assign a unique graph labellabel (f), for each graph f [H, such that
label (1) < label(f;) means that f; is lexicographically ordered beforef, and
label (f;) = label (f;) meansf; = f,. We de ne the total order on F as follows.

Definition 2.  (Graph Set Order ) A graph set order [Con F is a total order
defined as follows. Let f,,f, OE] f; X4 if one of the following statements is true.

(1) size(fy) < size(Fy).
(2) size(fy) = size(fy) and freq(fy) > freq(f,).
(3) size(fy) = size(fy), freq(f1) = freq(f,), and label () < label(f2).

We further define f; CEdif f; CEdand £, 8 f5.

Based on the graph set order, we now de ne the notion of the clsestd-TCFG
supergraph to build the connection of the graphs inT and those in (F —T).

Definition 3.  (Closest &-TCFG Supergraph ) Given f; [CTland f [{F —T),
f; is called the closestd-TCFG supergraph of ¥ if f; [fland @to [ such that
f2 [Tland 2 CT1

Lemma 2. For each f [(F —T), the closest 6-TCFG supergraph of f exists
and is unique.

Proof. We rst prove the existence of f's closestd-TCFG supergraph. If
f [C(F —T) does not have any supergraph inT , then f itself must be an MFG.
According to Corollary 1, all MFGs are 8-TCFGs. Therefore, we havef [Tl, which
contradicts the assumption that f C(F —T).

The uniqueness off's closestd-TCFG supergraph follows directly from De ni-
tions 2 and 3. O

Based on De nition 3 and Lemma 2, we can assign to each-TCFG, f; [Tl, with
a cluster of FGs whose closesi-TCFG supergraph is f;. We de ne this cluster of
FGs as the closure of &-TCFG as follows.

Definition 4. (Closure of a  6-TCFG ) Given f; [, the closureof f; is
defined as CLOS (fy) = {f : f; is the closest 8-TCFG supergraph of f}.

Based on the graph set order, Lemma 2 ensures that a queny C(F — T) must
have a unique closest-TCFG supergraph, f;, and q can be located in the closure
of f;. We illustrate the concept of closure by the following examge.

Example 3. Referring to Figures 3 and 4, the set of FGs is ordered accordg
to the graph set order [_Where the label of eachf; is just fi. We have f; [T)
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sincesize(f1) < size(f,); while for f; and f, which are of the same sizef; [T]
sincefreq(f1) > freq(f2). When 8 = 0.04, 14 is the closestd-TCFG supergraph of
7, F10, f11, 12 and fy3; in other words, CLOS (f14) = {f7, f10, T11, 12, F13}.

3.2 Framework of FG-Index
Before we present FG-index, we rst give the framework of FGindex as follows.

(1) Index Construction.  The construction of FG-index consists of two major
steps. The rst step is to mine F, which can be done by using an existing
FG-mining algorithm [Inokuchi et al. 2000; Yan and Han 2002] Note that Dy
of eachf [CH is also obtained by the FG-mining process. The second step is
to compute T from F and then build the index based onT .

FG-index consists of two parts: the core FG-index and the edge-index. We
brie y describe each of them as follows.

The core FG-index is a tree-structured index. The root of thetree is an inverted-
index constructed on the setT. Then, a child inverted-index is built on the
closure of eachf [C1. If a closure is too large, a local set oB-TCFGs is
computed from the closure. In this way, we construct the treerecursively. We
keep the root of the core FG-index in the main memory and othemodes on the
disk. We also associatdD; with each indexed FG f.

The core FG-index is built on the set of FGs and hence is not ald to answer
those non-FG-queries that do not have an edge in any of the FGs To pro-
cess these queries, we build another index, called thedge-index, on the set
of infrequent distinct edges' in D. For each infrequent distinct edgee in the
edge-index, we also associatB with e.

(2) Query Processing. Given a queryq, we rst search q in the core FG-index. If q
is a8-TCFG, we directly retrieve ¢ and Dq from the inverted-index at the root
of the core FG-index. Otherwise, we rst nd g's closesté-TCFG supergraph,
T. Then, the index constructed on the closure off is loaded from the disk to
locate q and Dy.

If g cannot be found in the core FG-index, thenq is a non-FG-query. In this
case, we use the core FG-index to nd a set of|'s subgraphs and retrieveDs
for each of these subgraph$. If q consists of any infrequent distinct edges, we
also retrieve D, from the edge-index for each infrequent distinct edgee in q.
Then, we compute Cq as the intersection of all the \D; "s and all the \ D¢"s.
Finally, we obtain Dy by verifying whether eachg [CCl, is a supergraph ofq.

3.3 Index Construction
We now present the structure of FG-index and algorithm for canstructing FG-index.

3.3.1 Structure of FG-Index

We rst de ne the structure of FG-index. The edge-index is a simple hashtable
that keeps the set of infrequent distinct edges. For the edge in each non-empty
hash slot, we also linkD, to the slot.

1A distinct edge can be regarded as a graph with only one edge.
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Fig. 5. Inverted-Graph-Index of Example 4

The core FG-index is a multi-level index tree, where a node inthe tree is an
Inverted-Graph-Index (I1Gl) constructed on a cluster of FGs. The structure of an
IGI is formally de ned as follows.

Definition 5.  (Inverted-Graph-Index ) Given a set of graphs G, an Inverted-
Graph-Index (IGI) constructed on G consists of the following components:

—An array, called the Graph Array (GA) , stores G.
—An array, called the Edge Array (EA), stores the set of distinct edges in G.

—Each distinct edge e in the EA is associated with a set of IDs of the graphs that
contain e. The set of IDs is organized as follows.
—The IDs are first organized by the size of the graphs. The IDs of the graphs
that are of size n are grouped together in an entry, called a sizen ID-entry .
—Within each size-n ID-entry, the IDs are further organized by the number of
occurrences of e in each of the graphs. The IDs of the graphs that have m
occurrences of e are grouped together in an array, called an m-edge ID-array.

We assign the ID of a graph as the position that the graph is stoed in the GA.
For example, the graph stored in thei-th entry of the GA, denoted as GA[i], is given
the ID \ i". We also denotethe m-edge ID-array in the size-n ID-entry of a distinct
edgee in the EA as IDA(e,n,m). We use the following example to illustrate the
structure of an IGI.

Example 4. Referring to the FGs in Figures 3 and 4, letd = 0.04, thenT =
{f1, T4, Ts5, Fg, Fo, F14}. Figure 5 shows the corresponding IGI constructed o . For
example, the size-3 ID-entry of the distinct edgec has two ID-arrays: the 1-edge
ID-array, denoted as IDA(c, 3, 1), containing one ID \4", and the 2-edge ID-array,
denoted asIDA(c, 3, 2), containing one ID \5". The two IDs correspond to fg and
Tg in GA[4] and GA[5], respectively.

As shown in Figure 3, fy is of size 3,count(a, fg) = 1 and count(c, fg) = 2. In
the 1GI shown in Figure 5, Ty is stored in GA[5]. Thus, we have the ID \5" in
IDA(a, 3,1) and IDA(c, 3, 2).

We now describe the structure of the core FG-index. A conceptal view of the
core FG-index is shown in Figure 6. The root of the core FG-in@x, or simply called
the root IGI, is an IGI constructed on T . Then, for eachf; [T, if CLOS(f;j) & 1
a child IGI is constructed on CLOS(fj). However, if the size of CLOS(T;) is
larger than the size of T, a local set of 8-TCFGSs, Tcios (f;), IS computed from
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CLOS(fi). The child IGI is then constructed on T¢ s (f;) instead of CLOS(T;).
Thus, when the child IGl is loaded into the main memory, the memory consumption

is guaranteed to at most double the size of the root IGI. Then,for each f; [
TcLos (f;), @ child IGI is constructed on CLOS(fj; ) and so on recursively.

3.3.2 Constructing FG-Index

The algorithm for constructing FG-index, BuildIndex, is presented as Algorithm
1. The algorithm rst invokes MineFG to mine F from D with respect to o.
Then, ComputeTCFG is invoked to compute T from F with respect to 6. Finally,
BuildCoreFGindex and BuildEdgelndex are invoked to construct the core FG-index
and the edge-index. We omit the details of the procedure MIinEG, which can be
any existing FG-mining algorithm [Inokuchi et al. 2000; Yan and Han 2002], but
we discuss the other three procedures as follows.

Algorithm 1 BuildIndex
Input: D, o and é.
Output: FG-index.

1. F « MineFG(D; );

2. T « ComputeTCFG(F; );
3. BuildCoreFGindex(T;F;|T|);
4. BuildEdgelndex(D; );

ComputeTCFG, as shown in Procedure 2, rst sorts the set of irput FGs Fs
(note that the sorting does not involve any expensive graph peration). Based
on the order de ned by [_the rst supergraph f° of a graph f found in Fys
has the greatest frequency among all other supergraphs df. Thus, if freq(f%) <
((1—3) -freq(F)), then FI CE)freq(FY < freq(f9) < ((1—3) freq(f)). This implies
that, to check whether T is a 3-TCFG, we only need to nd the rst supergraph
of f that has one more edge thanf (Lines 6-10). If the rst supergraph of f, °,
is found and freq(f9) = ((1 — 9) - freq(f)) (Lines 7-8), then f is not a 3-TCFG by
De nition 1. Thus, f is removed fromTy,s (Line 9). Otherwise, f is ad-TCFG.

BuildCoreFGindex, as shown in Procedure 3, recursively costructs the core FG-
index as follows. We rst build an IGl on Tys (Lines 2-7). For eachf; [CTls ,
we storef; in the GA in the order that f; is processed. For each distinct edge in
f;, if e is not in the EA, we add e to the EA. Then, the ID of f; is added to the
end of the array IDA(e, size(f;), count(e, f;)). Since the ID of f; is assigned as the
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Procedure 2 ComputeTCFG(Fys ,9)

Sort Fuis s.t. [04;f2 [CFkis, f1 is ordered before f, if f; [T
Tihis « Funis ;
Let T; be the set of FGs in Tis that consist of i edges;
for eachi =1;2;::: do

for each f [1] do

for each f° CT.; do
if (F 19
if (freq(f%) = (@1 — )-freq(f))

. Tinis < Tmis —{f }
10. break; / gotolLine5 /
11. Return Tis ;

NN P

Procedure 3 BuildCoreFGindex(Tihis , Fthis » N)

1. Create an empty IGI, with an empty GA and an empty EA;
2. for each fy [T} do

3. Store f: in the first free entry in the GA;

4 for each distinct edge e in f; do

5 if (e is not in the EA)

6. Add e to the EA;
7
8

Add the ID of f; to IDA (e;size(f(); count(e;f));
if(Fis B Tinis )
9. for each f C(Fnis — Timis ) do

10. Find f’s closest -TCFG supergraph, fi;

11. Add f to CLOS(ft);

12. for each f; [CThis do

13. if(CLOS (f;) & D1

14. if((ICLOS(f1)|=N)

15. TcLos (fo) < ComputeTCFG(CLOS (ft); );
16. BuildCoreFGindex(Tcios (f4); CLOS(f1); N);
17. else

18. BuildCoreFGindex(CLOS(f{); CLOS (ft);N);

Procedure 4 BuildEdgelndex(D, o)

1. Create an empty edge-index;
2. for each distinct edge e that appears in less than |D| graphs do
3. Add e and D. to the edge-index;

position in the GA where f; is stored, the IDs in each ID-array are automatically
sorted. We use a hashtable to access each distinct edge in tisA.

After we build the IGI on Tuis, Line 8 checks if Tiis is the closure of ad-
TCFG. If Tis is the closure of ad-TCFG, i.e., Tins = Fwis, then we do not
need to construct any child IGI. Otherwise, Tyis is a set of3-TCFGs and Lines
9-11 compute the closure for eachf; [Tlys . We can use the IGI built on Tihis
to nd the closest 6-TCFG supergraph of a graph (Line 10) e ciently, which will
be discussed in Algorithm 5 when we process a query using th&l. Finally, Lines
12-18 recursively call BuildCoreFGindex to construct the dild IGI on the closure
of eachf; [Ts . If the closure of somef; is still too large, ComputeTCFG is rst
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called to construct a nested set oR-TCFGs on CLOS (f;).

BuildEdgelndex, as shown in Procedure 4, adds each infreque distinct edge in
D to the edge-index. The set of infrequent distinct edges can & obtained freely
from the FG-mining process. These edges are also accessed thie same hashtable
used for the EA, where a ag is used to indicate whether or not a edge is frequent.

3.3.3 Memory and Disk Residence

We keep the root IGI and the edge-index in the main memory, andwe store all the
other parts of FG-index on the disk.

The D; for each indexed graphf is stored on the disk. Given two graphsf and
£ if £ 9, then (D n Dso) = Df. Thus, we do not want to store the duplicate
graphs in D; and Dso. We remove the duplicates as follows. For eaclf [TI, we
organize the FGs inCLOS(f) as a tree. The root of the tree isf and the parent
of a node in the tree is the rst supergraph (as ordered by [)_df the node. This
supergraph can be found e ciently using the child IGI that is built on CLOS(f).
Then, we only keep Or. — Ds,) at each node fc, where f;, is the parent of f..
Thus, only Dy is exact, while the duplicate graphs inDso, where f© CCAQLOS(f),
are removed and can be recovered by traversing fronfi® up to the root f.

3.4 Query Processing using FG-index

The processing of a queryy using FG-index is classi ed into two cases: whery is
an FG-query and wheng is a non-FG-query.

3.4.1 Processing FG-Queries

When q is an FG-query, Algorithm 5 invokes Procedure 6 to processg recursively,
starting at the root IGl. Let E be the set of distinct edges ing. ProcFGQbyIGlI
checks only those graphs that contain all edges ifE. It starts with the graphs that
have the same size ag (Line 2) until a supergraph of q is found (Lines 9-14).

Let i be the size of the graphs that are indexed inthislGIl. For eache [H,
ProcFGQbyIGI rst obtains K(e), which is the set of IDs of the graphs that are of
sizei and have at leastcount (e, q) occurrences o (Lines 5-6). The IDs in eachK (e)
are sorted in ascending order. Then, the K(e)"s for all e [CH are intersected to
nd a supergraph for g. Let T be the rst supergraph of ¢, whose ID is obtained by
the intersection (Lines 8-9). According to the order in which each graph is added to
the GA, f must be either g or the closestd-TCFG supergraph ofq. Thus, we either
output Dg (Line 11), or continue to nd ¢ by recursively invoking ProcFGQbyIGlI
to process onf's child IGI (Lines 13-14). If the intersection of the \ K(e)" is an
empty set or if no supergraph ofq is found for the current i, we incrementi (Line
2) and continue a new round of iteration to search for a supertaph of q. Finally,
Line 17 shows a terminating condition, which indicates thatq is not an FG-query
and we processy by Algorithm 7 in Section 3.4.2.

The e ciency of the intersection of the \ K(e)"s depends on the size of eacK(e).
The IDs in each K(e) belong to a local set of6-TCFGs that are of a speci c size
and contain at least count(e, q) occurrences ofe. Thus, the size of K(e) is small,
because the size of the whole set @ TCFGs is small as controlled by d.

The following example illustrates the processing of an FG-gery by Algorithm 5.
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Algorithm 5 ProcFGQ
Input: The core FG-index and a queryq.
Output: Dy

1. Return ProcFGQbyIGI(The root IGI;q);

Procedure 6 ProcFGQbyIGI(thislGl,q)

1. Let E be the set of distinct edges in g;

2. for each i = size(q);size(q) + 1;::: do

3. for each e CEl do

4 Create an empty set, K (e);

5. for each j = count(e;q) do

6. Access IDA (e;i;j ) in thislIGl and copy the IDs in IDA (e;i;j ) to K (e);
7

8

Sort K (e) in ascending order;
Intersect K (e), [elEl, until an ID, k, is obtained;

9. if(f in GALK] of thisIGI is a supergraph of q)

10. if(f =q)

11. Return Dy ;

12. else

13. Load f ’s child IGlI, childIGI , into the main memory;
14. Return ProcFGQbyIGI(childIGI ;q);

15. else

16. Go to Line 8 and continue the intersection;

17. Return [

Example 5. Referring to the IGI in Example 4, let g = f1;. We demonstrate
how Dy is obtained by ProcFGQbyIGl. Since size(f11) = 3, we start from the Size-3
ID-entries, that is, i = 3. Since IDA(a, 3,]) is empty, for j = count(a, f11) = 2,
we haveK(a) = [ hich implies that the intersection of K(a) and K(b) will also
be an empty set. Therefore, ProcFGQbyIGlI directly proceedsto i = 4 in Line 2.
We rst copy the ID \6" from IDA(a,4,3) to K(a). Since count(b, f11) = 1, we
also copy the ID \6" from IDA(b, 4,1) to K(b). Then, intersecting K(a) and K(b)
gives \6". Since f14 in GA[6] is a supergraph offi; (in fact, the closest 6-TCFG
supergraph offy1), Line 14 invokes ProcFGQbyIGI to process on the child 1GI of
T14. The recursive call nally returns Dg,, (details omitted).

3.4.2 Processing Non-FG-Queries

When ProcFGQ returns an empty set, then q is a non-FG-query. In this case,
Algorithm 7 is used to obtain Dy. The algorithm ProcNonFGQ consists of two
parts: Lines 2-14 check the set of frequent distinct edgek (if any) in g, while Lines
15-16 handle the set of infrequent distinct edges (if any). i Line 1, ProcNonFGQ
assigns an empty setS, which is used to hold the answer sets of|'s subgraphs.
Intersecting the answer sets inS then gives the candidate set ofy, Cq, in Line 17.
First, in Lines 2-14, ProcNonFGQ uses the core FG-index to nd a set of sub-
graphs of q that are indexed. Then, for each subgraphf found, Ds is retrieved
and included into S. Then, in Lines 15-16, ProcNonFGQ retrievesD, for each
infrequent distinct edge e of q from the edge-index and includeD, into S. Finally,
in Lines 17-18, ProcNonFGQ generate€, by intersecting all ID sets (i.e., Ds or
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Algorithm 7 ProcNonFGQ

Input: FG-index, and a query q.

Output: Dy

1. Create an empty set, S;

2. Let E be the set of frequent distinct edges of q;

4 Create an empty set, K ;

5 for each e [El do

6. for each j = 1;:::;count(e;q) do

7. if(IDA (e;i;j ) is not empty)

8 Copy the IDs in IDA (e;i;j ) to K;;
9 Sort K in descending order and remove the duplicate IDs;
10. for each ID, k, in K do

11. if(f in GA[K] has edges in E and f [q)l
12. S ~ (S Dy });

13. Remove all distinct edges of f from E;
14. Go to Line 15 if E becomes empty;

15. for each infrequent distinct edge, e, in g do

16. S (S IDe});
17. Cq « ( 455

18. Return Dy — {g:g [C};g gy,

D¢) in S, and veri es each candidate inCq to give Dy.

We now explain how to search for the subgraphs of} that are indexed in FG-
index. Unlike the search for the supergraph ofg in Procedure 6, the search for
subgraphs moves in the reverse direction starting with the gaphs that have one
fewer edge thanq (Line 3). Then, the IDs of the graphs are copied to a setK and
sorted in descending order (Lines 4-9), since for graphs ohe same size, a graplif
with a larger ID implies that f has a smaller frequency and hence a smalldD; .

For each ID in K, Lines 10-11 perform a subgraph isomorphism test betweeffi
and g to ensure that f is a subgraph ofq before usingD; to produce Dq. This
process can be costly sinc& contains all potential subgraphs ofg. To reduce the
number of subgraph isomorphism tests in this step, we obtaironly a small set of
maximal FG subgraphs of q. Here, f is a maximal FG subgraph ofqi f [CH and
@° [Flsuch that £° [q Using the maximal FG subgraphs ofq is more e ective
in reducing the size ofCq because the answer set of a maximal FG subgraph is
smaller than that of a non-maximal FG subgraph of q. However, we do not obtain
all maximal FG subgraphs ofq in the index but stop the search when all edges irE
are covered (Lines 11-14), since obtaining all those missihmaximal FG subgraphs
does not further reduce the size oty substantially.

4. THE ANATOMY OF FG-INDEX: MERITS AND LIMITATIONS

In this section, we present a detailed analysis of the e ciercy of query processing
using FG-index. We identify the merits of using FG-index and also discuss the
limitations. Then, in Section 5, we proposeFG*-index to address the limitations.

Let Cq be the candidate answer set of processing a queryy. Let Tseach be the
index probing time, T,-o be the disk 1/O time of fetching each candidate graph
from the disk, and Tyeriry be the candidate veri cation time.
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The response time of processing using a graph index is given as follows:
Tresponse = (Tsearch + Iqu x TI =0 *t Iqu x Tverify ) . (1)

Since candidate veri cation involves the expensive operabn of subgraph isomor-
phism testing, (|Cq| < Tverry ) usually dominates Tiesponse - MoOSt existing indexes
[Shasha et al. 2002; Yan et al. 2005a; He and Singh 2006; Jiaeg al. 2007; Zhang
et al. 2007] aim to reduce|Cq| as much as possible. Thus, theptimal Tresponse Of
using these indexes is whetq = Dq:

Tresponse = (Tsearch + |Dq| x TI o *t |Dq| x Tverify ) . (2)

4.1 Merits of FG-Index

The major advantage of using FG-index over existing indexess its e ciency for
processing FG-queries. Whenq is an FG, using FG-index obtains Dq directly
without any candidate veri cation. Thus, the response time is given as follows:

Tresponse = (Tsearch + |Dq| x TI :O) . (3)

Equation (3) is a signi cant reduction from Equation (2), be cause we completely
remove the dominating factor, (|Cq| % Tverity ), from Tresponse . We remark that the
cost of retrieving the answer set from the disk, i.e., [Dq| < T, =0), is inevitable
unless the main memory is large enough to store the whole dakase.

4.2 Limitations of FG-Index

Although FG-index is a signi cant improvement over existin g indexes, there is a
condition that must be satis ed in order to achieve the respase time de ned by
Equation (3); that is, the queries must be FGs with respect too. This becomes a
limitation in using FG-index.

To include more queries into the category of FGs, FG-index shuld use a small
0. However, a smallo produces a large number of FGs, which in turn gives rise
to a large index. Although the concept of 5-TCFG partitions the large indexing
space into many smaller spaces at di erent levels, the sealhcspace can still be large
when the number of FGs is large. The large search space leads more subgraph
isomorphism tests (Line 9 of Procedure 6) performed in the pocess of nding g's
closestd-TCFG supergraph. As a result, Tsearch IS Substantially increased.

Thus, the setting of 0 becomes a limitation of FG-index in achieving the best
guery performance, as stated below:

[When o is small, more queries can be answered by FG-index without calidate
veri cation. The response time for processing the FG-querés is given by Equation
(3), but Tgsearch can be large.

[When o is large, Tsearch IS sSmall but the best response time for processing most
queries is given by Equation (2).

Another limitation of FG-index is on the processing of non-FG-queries. In order
to reduce the candidate veri cation cost, FG-index generaesCq by intersecting the
answer sets of the maximal FG subgraphs ofl. Thus, Cq is close to © - |D[) since
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the frequency of the maximal FG subgraphs is at least § - [D]). However, Dq can
be much smaller than (@ - |D|) sinceq is a non-FG-query. Therefore, for processing
non-FG-queries, theCy obtained by FG-index may be much larger thanD.

5. FG*-INDEX

In Section 4, we identify two limitations of FG-index, one related to the index
probing cost and another related to the candidate veri cation cost. In this section,
we propose our solution,FG*-index, to both of the limitations. FG*-index consists
of FG-index as well as two new indexes: thdeature-index and the FAQ-index.

The feature-index is used to lower the index probing cost by educing the number
of subgraph isomorphism tests performed in the index probig process, even when
the number of FGs is large.

The FAQ-index totally avoids candidate verication for pro cessingfrequently
asked non-FG-queries. For processing those non-FG-queries that are not frequety
asked, the FAQ-index improves the query performance in eitler of the following two
ways: (1) the FAQ-index obtains a large subset of the answeret and thus only a
small number of candidates need to be veri ed; or (2) the FAQindex generates a
small candidate set that is close to the answer set.

5.1 The Feature-Index

We process a queryq using FG-index by intersecting the IDs of the sizei (i =
size(q)) graphs that contain the edges inq. When the number of indexed graphs
is large or the database is dense, this edge-based intersigust may return a large
number of matches, because edges lose most of the structurmformation of the
graphs. Since each match needs to be veried by a subgraph ismrphism test,
Tsearch IS Signi cantly increased as a result.

Our solution to this problem is to adopt a feature-based search strategy. We rst
de ne a set of features and then build an index on the features

5.1.1 Feature Selection

The selection of features can rely on domain expert knowledg However, consider-
ing that domain expert knowledge may not always be available we provide a way
to select the features without using domain expert knowledg.

To facilitate the index probing process, a desirable set ofdatures should satisfy
the following criteria. First, the features should possesghe structural information
of their supergraphs that are indexed. Second, the number ofeatures cannot be
large; otherwise, the search for the features of a query isself too expensive. Third,
it should be e cient to compute the features.

A suitable feature that satis es the rst criterion is the su bgraphs of the graphs
indexed in FG-index. However, it cannot meet the second criérion if all the sub-
graphs are used as features. Thus, we use only part of the sutaphs and de ne
the feature set asF" = {f. : fo [H,| < size(f;) = u}. We setl =2 in F!, since
the size-1 FGs are just frequent edges. The choice af determines the rst two
criteria but also presents a dilemma: u should be set larger so that the features
can possess more structural information of their supergraps, but a larger u also
means a larger number of features. Howeven can be easily determined by running
a few test sets. Our experiments show that, compared with theedge-based index
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probing, the search e ciency is already signi cantly impro ved for a value ofu as
small as 4. The last criterion for selecting the features is o satis ed sinceF" is
obtained freely from F, which is used to build FG-index.

Another bene t of selecting F" as the feature set is that it makes the index partic-
ularly e cient for answering queries that are small structu res, which are commonly
found in many applications [Williams et al. 2007].

5.1.2 The Structure of the Feature-Index

The feature-index consists of the following two componentsthe Feature Hash Index
(FHI) and a set of Inverted-Feature-Indexes (IFIs).

The FHI is a simple hashtable that keeps the set of features. e hash key of a
feature is computed from the canonical label [Williams et al 2007] of the feature.
If there are more than one feature being hashed into the samedshtable slot, the
collision is handled by chaining. We compute the canonicaldbel of a feature from
the adjacency list of the feature.

Each feature fe in the FHI is also associated withDs_. Therefore, if a queryq is
a feature, its answer set can be directly retrieved using the=Hl.

The structure of an IFI is de ned as follows.

Definition 6.  (Inverted-Feature-Index ) Given a set of graphs G and a set
of features Fe, an Inverted-Feature-Index (IFI) on G and F¢ is defined as follows:

—An array, called the Graph Array (GA) , stores G.
—An array, called the Feature Array (FA) , stores Fe.

—Each feature fe in the FA is associated with a set of IDs of the graphs in G that
are supergraphs of f.. The IDs are organized by the size of the graphs. The IDs
of the graphs that are of size n are stored together in an array, called the sizen
ID-array of f.

Recall from De nition 5 that each IGI in FG-index is built on a set of graphsG.
Thus, we construct an IFl on G and F" to improve the index probing e ciency.
We keepF" in the FHI and store it in the main memory, while each IF! is resident
in the memory or on the disk according to their respective IGL The construction
of an IFl is similar to that of an IGI as shown in Lines 1-7 of Procedure 3; thus,
we omit the details here. An example of an IFI is shown as follas.

Example 6. Referring to the FGs in Figures 3 and 4, for the purpose of il-
lustration, we choose the feature seth2 = {f,,fs, Ts, 7} and we setd = 0, i.e.,
T = {fl, f2, f3, f4, f5, f@, f7, fg, fg, f]_o, f]_]_, f14}. Figure 7 shows an IFI constructed
onT and F2, where we omit{fy, f,, f3, f4, f5, fs, f;} from the GA for clarity. Note
that the IFl and the 1GI of FG-index share the same GA.

In Figure 7, the size-3 ID-array of the feature f4 has three IDs, {1, 3, 4}, which
correspond to the three size-3 supergraphs d, {fs, 10, f11}, in GA[1], GA[3] and
GA[4], respectively.

We do not build an IFI for every IGI in FG-index, since an IFl is used to reduce
the number of subgraph isomorphism tests performed in the idex probing process
when the IGI is large. Thus, we only build an IFI for the IGI at a n intermediate
node in the core FG-index, since these IGIs are usually largéotherwise they will
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Graph Features Size-3 Size-4
Array ID-array ID-array
1] fy f, —{L3 4[5 |
2| f fo —{1.2} |

3| f fo —{{2r |

4y f —{{4} F—{{5} |
5| f,

Fig. 7. The Inverted-Feature-Index of Example 6

not have child I1GIs). The IGls at a leaf node of the core FG-index are small; thus,
no IFl is needed for the IGI at a leaf node.

5.1.3 Query Processing Using the Feature-Index

We now discuss query processing using the feature-index, ftooth FG-queries and
non-FG-queries. As shown in Algorithm 8, we process a query aording to its
size. If size(q) < I, we processq using FG-index since the size of the features is
at least I. If the size of q falls within the size range of a feature, i.e., [, u], we can
directly retrieve Dq using the FHI if q is an FG. But if g is not an FG, FG-index
is used to answerg. We will discuss how to improve the e ciency of processing
non-FG-queries later using the FAQ-index.

Algorithm 8 FProcQ
Input: FG-index, the feature-index, and a query g.

Output: Dy
1. if(size(q) <)
2. Process q using FG-index;

3. else if(l < size(q) < u)

4 Search q in the FHI;

5 Return Dyq if g is found, otherwise process q using FG-index;
6. else if(size(q) >u)

7 Find a set of maximal features of g, Fq, using the FHI;

8 Dy —« FProcFGQ(q; Fy);

9

if(Dqg E DI
10. Return Dg;
11. else
12. Return FProcNonFGQ(q; F);

When the size ofq is greater than u, we rst nd a set of features that are
subgraphs ofq. For the purpose of facilitating index probing, we only needthe set
of maximal features of ¢, de ned asFq = {fe: fo Cqlfe CH', @ CHYs.t. f2 [Td
and 0 [y, since the maximal features contain the structural information of their
subgraph features. Thus, we can enumerate the size-subgraphs ofg and then the
size-(u — 1) subgraphs, and so on until we nd all the maximal features.

However, the number of maximal features can still be large, gpecially because
all the size-u subgraphs ofq are maximal features ofq. Therefore, we nd a repre-
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Procedure 9 FProcFGQ(q, Fq)

1. for each i = size(q);size(q) + 1;:::, do
2. Intersect the size-i 1D-arrays of all fe [CEL until an ID, k, is obtained;

3 if(f in GA[K] is a supergraph of )

4, Return Ds if f = g, otherwise search g using f ’s child IGI and IFI (if any);
5. else

6 Go to Line 2 and continue the intersection;

7. Return 1

Procedure 10 FProcNonFGQ(q, Fq)
1. Create an empty set, S;

3. for each unique ID, k, in the size-i ID-arrays of all f [E}, do
4 if(f in GALK] is a subgraph of q)

5. S « (S ID 3});

6. Remove any fe, whose size-i ID-array contains k, from Fy;
7 Go to Line 11 if Fq becomes empty;

8. if(Fq B DI

9. for each fe CE} do

10. S « (S LD });

11. for each infrequent distinct edge, e, in g do
12. Obtain De from the edge-index in FG-index;
13. S (S ({De});

14. Cq < ( 5259

15. Return Dq ~ {g:g [CCi;g g},

sentative set of maximal features that contain all distinct edges ofg. We compute
this representative set by enumerating the features ofy starting from the size-u
features. Let E be the set of distinct edges inq. For each featuref. enumerated,
we remove all distinct edges infe from E. We add f. to Fyq and continue the
enumeration, until E becomes empty. Thus, we stop when all edges ik (i.e., q)
are covered, since obtaining all those missing maximal feates does not further
improve the ltering power much (Line 3 of Procedure 9) but in creases the cost of
the intersection since we need to process more features (len2 of Procedure 9).

After we obtain Fq, we invoke FProcFGQ, as shown in Procedure 9, that uses
the IFI to process q. We intersect the sizei ID-array of each feature fo [Hg,
starting from i = size(q) and upwards. The rst supergraph of q obtained by the
intersection is either g, in which case we returnDy directly, or g's closestd-TCFG
supergraph, in which case we recursively invoke FProcFGQ, oProcFGQbyIGI (as
in Procedure 6), to process].

If g is not found by FProcFGQ, Line 7 of Procedure 9 returns an empy set
to Algorithm 8, which then invokes FProcNonFGQ in Procedure 10 to process
g. The algorithm is very similar to ProcNonFGQ in Algorithm 7; thus, we omit
the detailed description here due to the space limit. Howeve FProcNonFGQ is
far more e cient than ProcNonFGQ since we are now using featues rather than
simple edges. In addition, the ID-arrays of the features arealso more e cient to
access than are thdDAs of the edges.
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Example 7. Referring to the IFl in Example 6, let g = f11. We demonstrate
how the use of the feature-index can improve the index probig e ciency.

According to the Settings of Example 6, T = {fl, f2, f3, f4, f5, f5, f7, fg, fg, flo,
T11, F14}. If we use the IGI, we will use the ID-entries of the edges and b to search
for q. Thus, we will rst check whether f1o is q and then whether f1; is g, since
both f19 and f1; contain the edgesa and b.

However, if we use the IFI, we intersect the ID-arrays of the éaturesf, and f7,
which givesfy; directly. Thus, fig is skipped since its ID is not in the ID-array of
T, i.e., Fip is not a supergraph off7. In reality, when the index is much bigger, a
signi cantly larger number of false results can be pruned ugg the IFI.

5.1.4 The Advantages of Using the Feature-Index

The use of the feature-index improves the index probing of FGindex, or reduces
Tsearch » in the following two ways.

First, the size-i ID-array of a maximal feature of g is much smaller than the total
size of IDA(e, i, j), O count(e,q), of an edgee. This is apparent since an edge
has far more supergraphs than a feature. Thus, the interse@n using the IFI is
more e cient than using the IGI. Moreover, using the I1GI requ ires us to rst collect
the set of IDs from the \IDA(e, i, J)"s and then sort the IDs, while the ID-arrays
in the IFI are sorted already.

Second, features possess much more structural informaticabout q and its super-
graphs than do the simple edges of. There can be a large number of graphs that
contain the edges ofg but are not the supergraphs ofg. In contrast, the number of
graphs that contain the set of maximal features ofq but are not the supergraphs
of q is much smaller. Therefore, using the IFI signi cantly reduces the number of
subgraph isomorphism tests required in the index probing pocess.

5.2 The FAQ-Index

The use of the feature-index signi cantly reduces the indexprobing cost; however,
the dominating factor in the cost of processing non-FG-queies is the candidate
veri cation cost. We propose an index built on a set of Frequently Asked non-FG-

Queries (FAQs), called the FAQ-index, to improve the performance of processing
non-FG-queries (i.e., both FAQs and non-FAQSs).

5.2.1 De nition of FAQ

Before we de ne the notion of FAQs, we rst de ne a sliding window model [Golab
and Ozsu 2003] in astream of queries. We need the sliding window model because
the set of all queries asked in the whole history is too largedr building an index.
Thus, the sliding window model allows us to control the size 6the index to be built.

In addition, the model also enables us to index the more recdly asked queries,
which are more likely to be asked again according to the priniple of temporal
locality. We de ne the sliding window as follows.

Definition 7. (Time Unit and Sliding Window ) Let S be a stream of
non-FG-queries. A time unit, t;, is an excerpt of S. A sliding window is a fixed
number of successive time units in S, where the window slides forward for every
incoming time unit. Let t be the current time unit. The current window is W =
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M w+1,...,t CIwhere w is the number of time units in W.

In the real case, both non-FG-queries and FG-queries come gether in the
stream. Since FG-queries can be answered without candidateeri cation, we only
focus on non-FG-queries. In the rest of Section 5.2, all quéss refer to non-FG-
gueries. We now de ne FAQ.

Definition 8.  (Frequently Asked Queries ) Let freq(q, t) be the frequency
of a query q within a time unit t, i.e., the number of times ¢ is asked within t. Let
T = M y41,...,t Cbe the k most recent time units in W = @ yuq,...,t 1
where 1 < k <w. The average frequencyof q in Tk is defined as follows:

i= k+1 freq(q1 tl)

avgFreq(q, T) = - .

We define the maximum average frequency (maxAvgFreq)of g in W as follows:

maxAvgFreq(q, W) = MAX {avgFreq(q, T) : 1 < k < w}.

Let Q(W) be the set of all queries in W. The set of Frequently Asked Queries
(FAQs) in W is defined as the first N, queries in Q(W) that have the highest
values of maxAvgFreq, where N, (0=N,,, =|Q(W)]) is a pre-defined threshold.

We de ne the average frequency for a query in the window, sine the query may
have low frequency in some time units but high frequency in obers. In addition, we
favor the more recent time units since the older units are exping. We compute the
average frequency for a query over eack most recent time units, for 1 < k < w, and
take the maximum, which is then used to determine whether thequery is an FAQ.
We discuss how we set the thresholdN,,, later when we construct the FAQ-index.

De nition 8 works well when the frequency at which queries of each size are
asked is roughly equal. However, when the queries of a certasize are asked much
less frequently than the queries of other sizes, the queriesf that size may mostly
be non-FAQs and discarded. Discarding these queries, espalty the largest and
smallest queries, is not desirable according to the followig two lemmas.

Lemma 3. Given a query q and two FAQs g1 and gy, where q; [—gd g then
Dq ED]12 ED]h-

Lemma 4. Given a query q and two FAQs g3 and g4, where q3 [—q4d [g]lthen
Dq LD}, L[D,.

Lemma 3 implies that we can estimateCq by either Dy, or Dg,. However, if both
g1 and g2 are indexed, then we takeCq = Dg, sinceDg, is smaller and closer toDy.

Now, suppose that we also havesz indexed. Then, we can obtainCq = ( Dg, —Dyg,),
sinceDy, [DJ,. However, if we have a smaller supergraph af, saygs, we can obtain
an even smallerCq = ( Dg, — Dg,). Therefore, keeping FAQs of every size can better
improve the query performance since a query can be of any size

Since we determine the FAQs by ranking the maxAvgFreq valueswe propose a
normalization on the maxAvgFreq of the queries, as given by [ nition 9.

Definition 9.  (Normalized maxAvgFreq ) Let AVG-maxAvgFreq(i) be the
averagemaxAvgFreq of all queries in W that are of size i. The normalized max-
AvgFreq of g in W is defined as follows:
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I:.lyIAX {AVG-maxAvgFreq(i) : [H
AVG-maxAvgFreq(size(q))
By substituting the normalized maxAvgFreq into De nition 8 , queries of each

size now have an equal probability to be selected as FAQs or scarded. We will
further demonstrate the e ect of taking this normalization by our experiments.

maxAvgFreq (g, W) = maxAvgFreq(q, W)

5.2.2 Construction and Query Processing of the FAQ-Index

The FAQ-index consists of the following two components: theFAQ Hash Index
(QHI) and the Inverted-FAQ-Index (1Ql).

The QHI is the same as the FHI except that the QHI is built on the set of FAQs.
The IQI is an IGI (see De nition 5) de ned on a set of FAQs. However, we do not
include all the FAQs in the 1QI, since the IQI needs to be updatd incrementally for
each window slide and hence updating the IQI for all FAQs can le expensive. Note
that unlike the update on the graph database, the update on a seam of queries is
much more frequent and the amount of changes to the FAQ-indexs much greater
than that to FG-index due to a database update. Therefore, weonly build a single
IQI for the FAQs. We limit the number of FAQs to be the number of graphs indexed
by the largest IGI at any leaf node of the core FG-index, so tha searching a query
in the IQI can be as e cient as in an IGl. When the number of FAQs exceeds this
limit, we discard the FAQs that have smaller maxAvgFreq values.

The FAQ-index is used to improve the e ciency of processing ron-FG queries as
follows. First, an incoming query in the stream is hashed to natch with the FAQs
in the QHI. If the query is found in the QHI, the answer set is retrieved directly
without any candidate veri cation. If the query is not an FAQ , we use the 1QI
to nd its subgraphs and supergraphs that are FAQs. Then, Lemmas 3 and 4 are
applied to obtain the candidate set. The algorithm of query processing using the
FAQ-index is shown in Algorithm 11. Since the IQI shares the ame structure as the
IGI, Lines 5-6 of Algorithm 11 are processed in a similar way a we process the IGI
in Procedure 6 and Algorithm 7. We omit the details but point out the di erence
as follows. Line 5 of Algorithm 11 is processed in the same wags Algorithm 7
except that we skip Lines 15-16 and Line 18 of Algorithm 7, androm Line 14 we go
to Line 17 instead of to Line 15. Line 6 of Algorithm 11 is procesed as Procedure
6 except that we replace Lines 10-14 of Procedure 6 by compuig the union of Dy
for each supergraphf of g obtained by the intersection in Line 8 of Procedure 6.

5.2.3 Parameter Settings and Maintenance of the FAQ-Index

Before discussing the maintenance of the FAQ-index, we rstneed to determine the
number of time units w in the window and the length of each time unit.

Let M be the size of the available memory. We useWM/(w + 1)) memory for
the sliding window and the remaining M/(w + 1) memory as a bu er to keep the
incoming queries from the stream. The length of a time unit isde ned as the length
of time that is needed to Il the M/(w + 1) memory with the incoming queries.
The threshold N_,, in De nition 8 is set as the total number of FAQs that the
(wM/(w + 1)) memory is able to hold.

The following example illustrates how we set the parameters
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Algorithm 11 QProcNonFGQ
Input: The FAQ-index, and a query g.
Output: Dy

1. Search g in the QHI;

2. if(qis in the QHI)

3. Return Dq;

4. else
5. Use the IQI to generate Cq from g's subgraphs that are FAQs;
6. Use the IQI to obtain DY, which is the union of

the answer sets of 's supergraphs that are FAQs;

7. Return Dq — DY [{g:g [(8, —DJ);g [a¥;

Example 8. Suppose that we haveM = 110 MB of available memory and the
number of time units in the window is 10, i.e., w = 10. Then, we have 100 MB
of memory for the sliding window and 10 MB for the bu er to keep the incoming
gueries. The length of a time unit is the time needed to Il the 10 MB bu er with
the incoming queries. Assume that the 100 MB of memory is abléo hold 1000
FAQs. Then, N, =1000.

Finally, we discuss the maintenance of the FAQ-index. For eah distinct incoming
guery in the stream, we keep the query in the QHI, where the merary to hold the
query is assigned from the buer of M/(w + 1) memory. When the M/(w + 1)
memory is used up, we re-compute the FAQs as de ned in De niton 8. Those
gueries that are not FAQs are deleted from the QHI until M/(w + 1) memory is
released for the bu er to hold the incoming queries. Then, the old IQI is deleted
and a new IQI is constructed from the set of FAQs in the currentwindow.

5.3 Query Processing using FG*-Index

FG*-index consists of the following three components: FG-index, thedature-index
and the FAQ-index. We have discussed how to use each of the cgronents to
process a query. Now, we combine the three components to press a query, as
shown in Algorithm 12.

The algorithm ProcessQuery processes) according to the size ofq. First, if the
size ofq is smaller than that of the smallest feature, we use FG-indexto process
g. However, if g is not an FG, then we use the FAQ-index instead of FG-index to
processq, since FG-index generates a large candidate set for non-F@ueries.

If the size of q is within the size range of features, we rst check ifq is a feature
using the FHI. If g is not a feature, then it must be a non-FG-query. Thus, the
FAQ-index is used to procesqy.

If the size of q is greater than that of the largest feature, then we rst chedk
whether g is an FAQ using the QHI, since large-sized queries are morekily to be
non-FG-queries. Ifg is not an FAQ, then we processy using the feature-index. Ifq
is not found by the feature-index, then q must be a non-FG-query and we use the
IQI to answer q. We also invoke FProcNonFGQ to re ne Cq using the feature-index.

5.4 Query Performance Improvement of FG*-Index

In Section 4, we give the query response time of FG-index in Haption (3) for
processing FG-queries and in Equation (1) for non-FG-quees. We now give the
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Algorithm 12 ProcessQuery
Input: FG*-index, and a query q.
Output: Dy.
1. if(size(q) <1)
Invoke ProcFGQ to use FG-index to process q;
if(q is not found by ProcFGQ)
Invoke QProcNonFGQ to use the FAQ-index to process ¢
else if(l < size(q) <u)
if(q is a feature in the FHI)
Return Dg;
else / qisnotan FG /
. Invoke QProcNonFGQ to use the FAQ-index to process g;
10. else if(size(q) > u)
11. if(q is an FAQ in the QHI)

n

N~

12. Return Dq;

13. else

14. Invoke FProcFGQ to use the feature-index to process q;

15. if(q is not found by FProcFGQ)

16. Invoke QProcNonFGQ to use the FAQ-index to process g,

and invoke FProcNonFGQ to use the feature-index to refine Cq;

response time of FG*-index by comparing with that of FG-index.
For processing FG-queries using FG*-index, ifq is a feature, then the response
time is given as follows:

Tresponse =( |Dq| xT o). (4)
We do not include the index probing time in Equation (4) because the time taken
to nd q in the FHI by hashing q is negligible.
If q is not a feature, then the response time of FG*-index is giveras follows:

Tresponse = (Tsearch + |Dq| xTi=0) . (5)

Tsearch IN Equation (5) is signi cantly smaller than Tseaen in Equation (3),
because using the feature-index signi cantly reduces the umber of subgraph iso-
morphism tests in the index probing process.

For processing non-FG-queries, iff is an FAQ, then the response time of FG*-
index is given by Equation (4), becauseg is answered using the QHI and the QHI
has the same structure as the FHI.

If g is not an FAQ, then the response time of FG*-index is given as dllows:

Tresponse = (Tsearch + |Dq| x TI =0 + |Cq| x Tverify ) . (6)

If we have indexed the supergraphs off in the 1QI, then we can obtain a subset
DJ D). Thus, |Cy| = |(Cq — DI, which is usually very small. Otherwise, theC,
obtained using the 1QI and the IFI is also much smaller than the C, obtained by
FG-index as given in Equation (1).

Overall, the use of the feature-index and the FAQ-index in FG*-index improves
the performance of FG-index for processing both FG-queriesind non-FG-queries,
which we verify by extensive experiments in Section 7.
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6. UPDATE OF FG*-INDEX

In this section, we propose an e cient algorithm for updatin g FG*-index when the
graph database is updated.

[Cheng et al. 2007] brie y discusses how to update FG-indexricrementally for
each graph added to or deleted from the database, which can bextended to update
FG*-index. However, this update algorithm is not e cient fo r the following reasons.
Let g be the graph to be updated. First, this algorithm requires the enumeration of
every subgraphg® g Jwhich can be costly especially whery is large, even though
some pruning can be performed. Second, the update requirei¢ ID of g to be
inserted into or removed from Dy for every subgraphf of g in the index, which
involves many disk 1/Os since Dy is stored on the disk. Third, processing update
on one graph at a time is ine cient and may severely slow down qiery processing,
especially when updates are frequent and queries are askeduently.

We propose a di erent strategy for updating the index. Instead of updating the
index for each graph each time, we devise an algorithm that ugates the index for
a batch of graphs each time. The update is divided into two pats: handling deleted
graphs and handling new graphs.

We rst discuss the handling of deleted graphs. We do not updée FG*-index for
each deleted graph but keep all currently deleted graphs in &et, Dge. Then, for
each queryq, after we obtain Dq using FG*-index, we compute (Dgq — Dger) as the
nal answer set. The set subtraction is e cient since it is op erated on graph IDs;
but the question is: when do we update the index for the deleted graphs? We use
a simple mechanism here: when the set subtraction time is lager than the query
processing time using FG*-index, we rebuild the index from sratch on (D — Dge).

Next, we discuss the handling of new graphs that are added tohe database.
Again, we do not update FG*-index for each new graph but keep 4 new graphs
in a set, Dpew . For each queryq, we rst obtain Dg using FG*-index. Then, we
perform candidate veri cation for each graph in Dpew againstq. Finally, (Dq (g 1
Drew : g [Cq}) is returned as the answer set.

The question again is: when do we update the index for the newly added graphs?
We cannot simply rebuild FG*-index when verifying the graphs in Dpew iS more
costly than query processing using FG*-index, because carmdiate veri cation is far
more costly than set subtraction. Obviously, we do not want to rebuild the entire
FG*-index too frequently because it is costly. We devise a sation as follows.

When the time for candidate veri cation on Dpey, is longer than the query pro-
cessing time using FG*-index, we build a new FG*-index onDye, Wwith the same
setting of the parameters, except that we disable the FAQ-irdex to avoid duplicate
processing of the same query. We call this new FG*-index thauxiliary FG*-index.
If the auxiliary FG*-index already exists, we delete it and build a new one onDpey
and the set of graphs on which the old auxiliary FG*-index wasbuilt. We then
empty Dpew to keep new added graphs. Now, we process each query with both
FG*-index and the auxiliary FG*-index, as well as performing candidate veri ca-
tion on Dpey if more new graphs are just added. The answer set for a query is
(Dq IZDQ 4 [(Dhew : g [q}), where Dgq and Dg are the answer sets returned by
FG*-index and the auxiliary FG*-index, respectively.

We adopt the following strategies for handling newly added gaphs:
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(1) When the time for candidate verication on Dye, is longer than the query
processing time using FG*-index, we rebuild the auxiliary FG*-index.

(2) When the accumulated time of constructing the auxiliary FG*-indexes is longer
than the construction time of the current FG*-index, we rebuild the FG*-index.

We set the rst condition based on the reason that rebuilding the auxiliary FG*-
index on the newly added graphs is much more e cient than rebulding the FG*-
index from scratch on the entire database. This is simply beause the number of
newly added graphs is far smaller than the number of graphs irthe original graph
databaseD; otherwise, the database should have been updated as trigged by the
second condition.

The second condition is met when the overall overheads on bldiing all the aux-
iliary FG*-indexes become greater than rebuilding the index from scratch. Note
that the total update cost should be counted into the query processing cost, since
if update can be done o -line, we can simply rebuild the indexfor every database
update. Therefore, we need to control the overall cost spenbn the update. Note
that rebuilding FG*-index from the new database is of approximately the same cost
as building the FG*-index from the old database, because thenumber of updated
graphs is relatively small compared with the size of the datdase. Thus, the second
condition triggers the index to be rebuilt when the overall time spent on building
the auxiliary FG*-indexes becomes greater than rebuildingthe index.

Note that the above two types of database update are not procgsed separately.
Rather, at any time we may have both deleted graphs and new gnahs. Thus, the
answer set of a queryy is (Dq ED]g [({d [(Dhew : 9 Cqd — Dgel).

The e ciency of our batch-update algorithm depends on two factors: the e -
ciency of mining the set of FGs and that of building the index gructures from
the FGs. The latter is e cient since our index does not require a set of FGs of
low support, for which the index construction cost is very e cient as veri ed by
our experiments. This is true even when the database becomdarge, because the
number of FGs remains roughly the same for the same, which is evidenced from
frequent pattern mining from data streams [Manku and Motwani 2002; Yu et al.
2004]. The former, i.e., mining FGs, is also e cient when the database size is small
to moderate, because we do not require a set of FGs of low supgo However, when
the database becomes very large, then the cost of mining FGsdm scratch can be
costly. In this case, we need incrementally update the set oFGs.

The problem of incrementally updating the set of FGs is very $milar to the
problem of incrementally maintaining the set of FGs in a data stream (we can
use a sliding window with variable size when there is deletin). We can apply
the concepts for incrementally maintaining frequent itemsets in a data stream to
design an e cient algorithm for updating the FGs, which is ou r on-going work. At
the current stage, however, when we do not have an algorithmdr incrementally
maintaining the set of FGs, our index is more suitable for stdic environments, or
for the dynamic environments in which the database size is sil to moderate.

7. PERFORMANCE EVALUATION

We evaluate the query performance using FG*-index by compang with FG-index
[Cheng et al. 2007], as well as two other state-of-the-art grph indexes,glndex [Yan
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et al. 2005a] and C-tree [He and Singh 2006]. We run all experients on an AMD
Opteron 248 with 2GB RAM, running Linux 64-bit.

7.1 Datasets and Query Sets
We use the following datasets and query sets as shown in Tablé, where datasets

are represented adD, and query sets asQy.

Table Il. Characteristics of Datasets and Query Sets
Number Range Average Range Average Number Number
of of graph graph of density of distinct of distinct
graphs size size density edges nodes
D aips 10K 1 217 27.40 0.009 1.0 0.10 221 51
D cancer 10K 100K 1 252 19.95 0.008 1.0 0.14 303 63
D gensityo :1 10K 31 68 50.49 0.06 0.15 0.10 220 20
D densityo :2 10K 31 68 50.49 0.17 0.26 0.20 220 20
D densityo :3 10K 31 68 50.49 0.27 0.38 0.32 220 20
D density0 :4 10K 31 68 50.49 0.37 0.50 0.43 220 20
D gensityo :5 10K 31 68 50.49 0.48 0.62 0.54 220 20
QaDs -1 100K 1 24 14.16 0.08 1.0 0.15 221 51
Qaps -2 100K 1 24 14.77 0.08 1.0 0.14 221 51
Qrc 100K 121 13.47 0.09 1.0 0.15 303 63
Qnon -FG 100K 2 23 15.67 0.08 1.0 0.13 303 63
Qmixed 100K 1 23 15.12 0.08 1.0 0.14 303 63
Qdensity0 :x 100K 18 3.80 0.29 1.0 0.59 220 20
Among the datasets, Daps and Dcancer are real datasets. Daps is the AIDS

antiviral screen dataset, which is provided by [Yan et al. 2005a]. SinceDaps has
only 10K graphs, we use siXDcancer datasets of size from 10K to 100K to perform a
scalability test. We obtain the Dcaneer datasets from the National Cancer Institute
databasé?, where more detailed characteristics of the data can be fouh

We notice that the density of most graphs in the real datasetsis relatively low;
thus, we use the synthetic graph data generatot [Cheng et al. 2007] to generate
ve datasets Dgensityo :x, Dy varying the average graph density from 0.1 to 0.5.

The queries inQaps -1 and Qaps -2 are randomly selected from 400K subgraphs
of the graphs in the datasetDaps . The queries in Qrg , Qnon-Fc and Qnmixed
are randomly selected from 430K subgraphs of the graphs iDcancer . Qdensityo :x
represents ve sets of query sets, in which the queries are ralomly selected from
up to 4.8M subgraphs of the graphs in the correspondin®gensiyo :x- The query
sets are also further classi ed into FG-, non-FG-, and mixedtype- queries; we give
this detail until we use the respective query sets.

7.2 Sensitivity Analysis on the Parameters of FG*-Index

We rst test the e ects of the parameters, ¢ and 3, as well as the feature-index and
the FAQ-index, on the performance of FG*-index. We also provde guidelines on
how to set the parameters in FG*-index. We use the dataseDaps -

2http://cactus.nci.nih.gov/ncidb2/download.html.
Shttp://www.cse.ust.hk/graphgen/.
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Fig. 8. The E ects of and on the Index Construction

7.2.1 The E ects ofo andd

We test o from 0.1 to 0.01 andd from O to 1. We usegSpan [Yan and Han 2002]
to mine the set of FGs for eacha. We construct FG*-index, where the feature set
used to construct the feature-index isF4. We disable the FAQ-index in FG*-index
in this experiment so that the e ect of ¢ can be more clearly revealed. We will test
the e ect of ¢ on processing non-FG-queries using the FAQ-index in Sectin7.3.1.
We also note that 6 is automatically adjusted in the FAQ-index.

Figure 8 shows the index construction time and the number ofd-TCFGs. The
construction time includes the time taken by gSpan to mine the FGs; but we also
report the FG-mining time in Figure 8(a), which dominates th e total index con-
struction time in most cases. We omitd between 0.3 and 1 because the number
of 0.3-TCFGs is very close to that of 1-TCFGs, as shown in Figure 86). Figure
8(b) also shows that the number of3-TCFGs at a value of 3 as small as 0.1 is al-
ready signi cantly smaller than the number of FGs, which is the top line in Figure
8(b). Figure 8(a) shows that it is very e cient to construct t he index except for
o smaller than 0.03, after which the indexing time increases nost exponentially.
The increase in the indexing time is mainly due to the rapid increase in the number
of FGs wheno becomes smaller than 0.03, as shown in Figure 8(b).

Figure 8(c) reports the size of the FG*-indexes on the disk, ér eachc and each
0. The raw dataset Dpps requires 4.8 MB of space on the disk. The indexes
at 0 = 0.03 are about 2-3 times larger than the raw dataset, but the inagxes at
0 < 0.03 are much larger. We emphasize that the index size dependsaimly on the
number of FGs as shown in Figure 8(b), rather than on the size bthe raw dataset.
For di erent values of 9, the index size is the largest when = 0, because most of
the FGs indexed are 0-TCFGs and hence the duplicate graphs ithe answer sets
of most FGs are not removed since they aré-TCFGs (see details in Section 3.3.3).

Finally, Table Il lists the peak memory consumption of constructing the indexes
for eacho. The increase in the memory consumption is due to the increasin the
number of FGs wheno becomes smaller. However, for the dierent values o,
the memory consumption remains unchanged, because all FGgaloaded into the
main memory for constructing FG*-index.

Table 11l.  Peak Memory Consumption (MB) of the Index Constru ction
| 0.1 | 0.09 | 0.08 | 0.07 | 0.06 | 0.05 | 0.04 | 0.03 | 0.02 | 0.01 |

|
[0< <1 8] 8 [ 8 ] 9 ] 9 [ 10 1L | 16 | 29 | 108 |
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For query processing, we aim to test the performance of proasing both FG-
queries and non-FG-queries. We us®aps -1 because the answer set of the queries
in Qaps -1 has a size ranging from 50 to 8222; thus, a query ifQaps -1 can be
either an FG-query or a non-FG-query with respect too (0.01< 0 < 0.1).

Figure 9(a) reports the average response time of processirggquery for Qaps -1 -
In contrast to the index construction, the result shows that a smaller o gives a
shorter response time in query processing. The decrease ihd response time can
be explained by the decrease in the size of the candidate setported in Figure 9(d).
Although Figure 9(c) reveals an increase in the number of sugraph isomorphism
tests performed in the index probing process, the combinedast of index probing
and candidate veri cation still decreases wheno is smaller.

Figure 9(a) shows that the variation in 3 does not have much e ect on the query
response time. However, Figure 9(b) shows that the memory atsumption is sig-
ni cantly increased when 6 = 0 and o is small. The increase in the memory con-
sumption can be explained by Figure 8(b), which shows that tre set of 0-TCFGs
is much larger than that of the other 3-TCFGs. As a result, the root IGI that is
built on the set of O-TCFGs is also larger.

Overall, the query performance of FG*-index is only slightly degraded wheno
becomes larger and still very impressive even for the largéss. Considering the
index construction cost, a moderatec seems to be the best choice. For example,
when ¢ = 0.05, the index construction cost is only slightly higher than that of
o = 0.1, while the query response time is only slightly longer thanthat of ¢ = 0.01
but the memory consumption is much lower. Therefore, we can bild FG*-index
at a moderate 0 in most cases and at a smalb only when query response time is
critical. On the other hand, the value of 4 does not have a signi cant e ect on index
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construction and query processing, except that the memory eansumption increases
considerably whend = 0. We further discuss how to nd the optimal values of the
two parameters in Section 7.2.4.

7.2.2 The E ect of the Feature-Index

We now show how the use of the feature-index improves the indeprobing e ciency,
by comparing with FG-index. We disable the FAQ-index in FG*- index, so that the
improvement comes only from the feature-index. We se® = 0.1 and report the
two extreme values ofo tested in Section 7.2.1, i.e.0 =0.1 ando = 0.01. For each
o, we construct ve feature-indexes from the feature setsF5, F3, FS, FJ, and F3,
which are represented in Figure 10 as [2&], [2, 5], [2, 6], [2, 7], and [2 8], respectively.

Table IV reports the index construction time (including FG- mining time, which
is 10.19 and 628.1 sec fos = 0.1 and 001), the peak memory consumption, and
the size of the indexes on the disk. To save space, we report ¢hresults of FG*-
index as a range, since the range is small and the increase isdar whenu increases
from 4 to 8, whereu is the upper bound of the size of a feature. The results show
that constructing FG*-index is almost as e cient as constru cting FG-index. The
indexing time of FG*-index is almost not changed for o = 0.1, because we have
only 455 FGs and hence the size of the feature sets is also smhalThe memory
consumption is increased only slightly. However, there is greater increase in both
the indexing time and memory consumption foro = 0.01, because about 60K FGs
are used to build FG*-index. The size of the index on the disk mncreases by at most
20 MB due to the feature-index.

Table IV. The E ect of the Feature-Index on the Index Constru ction

FG-index FG*-index FG-index FG*-index
(0.2) (0.2) (0.01) (0.01)
Indexing time (sec) 10.20 10.21 10.27 1108 1111 1430
Memory consumption (MB) 9 10 11 103 104 110
Index size on disk (MB) 2 5 7 40 44 64

For evaluation of the query performance, we us&aps -1 for the same reason as
we give in Section 7.2.1. We record the following four metris: the average number
of subgraph isomorphism tests performed in the index probig process per query,
the average size of the candidate set per query, the averagesponse time per query,
and the peak memory consumption. The results are reported irFigures 10(a-d).

Figure 10(a) shows that, for ¢ = 0.01, the number of subgraph isomorphism
tests performed in the index probing process using FG-indexs very large, while
that using FG*-index is signi cantly reduced due to the use of the feature-index.

For 0 = 0.1, the number of subgraph isomorphism tests using FG-indexs the
smallest since only 455 FGs are indexed. However, Figure 1) reveals that, for
o = 0.1, the size of the candidate set using FG-index is very largehecauseo is large
and hence most queries are non-FG-queries. Thus, index praipy using FG-index
at 0 = 0.1 is fast but the candidate veri cation is very costly.

From Figure 10(b), we see that using the feature-index alsoeduces the candidate
set size. However, foro = 0.01, the candidate set size of FG*-index is smaller than
that of FG-index only when FJ and F$ are used to build the feature-index. This
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Fig. 10. Query Performance of the Feature-Index

is because, in our implementation, we simply use the featursubgraphs of a query,
rather than the maximal FG subgraphs, to obtain the candidate set; while we
mainly rely on the FAQ-index to obtain a small candidate set.

Figure 10(c) veries that using the feature-index indeed speeds up the query
processing signi cantly. We also nd that using FG-index at o = 0.01 is slower
than that at 0 = 0.1, which can be explained by the high index probing cost when
o = 0.01. However, when the feature-index is used, we can use a srgalo to build
FG*-index to reduce the index probing cost and at the same tine obtain a small
candidate set. The gure also shows that the feature-indexe built on F$ and FJ
achieve the best response time. Thus, it shows that when tocefv features are used,
the index probing performance is not improved; but when too many features are
used, nding the features themselves becomes too costly.

Figure 10(d) shows that FG*-index consumes about 15 to 25 MB nmore memory
than FG-index, asu increases from 4 to 8. The increase in the memory consumption
is due to the use of the feature-index. However, we emphasizbat the increase in
memory consumption is not relative, but solely depends on tle number of features,
which should not be too large as too many features will have aaunter e ect on
the index probing performance as veri ed by both Figures 10 &) and (c).

7.2.3 The E ect of the FAQ-Index

We now test how the use of the FAQ-index improves the performace of processing
non-FG-queries. We setag = 0.01 andd = 0.1 for both FG*-index and FG-index,
and the feature-index of FG*-index is constructed onF;.

Since the FAQ-index is constructed on the set of non-FG-quées, we use the
guery set Qaps -2, Which consists of only queries with an answer set size at mbs
99 < (0 x 10K) = 100. The query set Qaps -2 is modeled as a stream prepared
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as follows. The stream is made up of 100 blocks and each bloclomsists of 1K
queries. Each block has some queries that are repeated fronmé previous block.
The number of repetitions follows a Poisson distribution with 100 as the mean.

We test the e ects of the normalization of maxAvgFreq de ned in De nition 9,
the total available memory for the FAQ-index, and the length of a time unit in a
sliding window in terms of memory size (or simply the unit length). If we set the
unit length to be 1 MB, the length of the time unit is the time ne eded to I 1 MB
of memory with incoming queries.

We rst examine the e ect of the normalization. The total ava ilable memory for
the FAQ-index is set to 8 MB and the unit length to 1 MB. We recor d the following
ve metrics of query performance: the average number of sub@ph isomorphism
tests performed in the index probing process per query, the \@rage size of the
candidate set per query, the total elapsed time for procesag all 100K queries
(including dynamically updating the FAQ-index), the total time for dynamically
updating the FAQ-index, and the peak memory consumption.

Table V shows that the normalization indeed improves the quey performance.
In particular, the candidate set size is reduced, which veres Lemmas 3 and 4 and,
as a result, the query response time is also reduced by abou615%.

Table V. The E ect of Normalization of maxAvgFreq

Index Candidate Total Total Memory

probing cost set size response time | update time consumption
Normalized 155 181 1379 sec 9 sec 36 MB
Non-normalized 156 198 1606 sec 22 sec 44 MB

We now test the available memory for the FAQ-index from 8 MB to 512 MB.
At the same time, we test four unit lengths, 1 MB, 2 MB, 4 MB and 8 MB, which
are represented as \FG*-index ( MB)" in this experiment, where i=1,2,4 and 8.
Equivalently, we also test the e ect of the number of units in a sliding window (i.e.,
w), since the number of units is equal to (\available memory"/\ unit length"). We
report the results in Figures 11(a-d). Since the memory consmption is consistently
35-40 MB greater than the available memory for the FAQ-index we omit the details.

Figures 11 (a) and (b) show that both the index probing cost ard the candidate
set size are signi cantly reduced when more memory is availale for the FAQ-index,
except when the available memory increases from 256 MB to 51RIB. The results
explain the speed-up of query processing when the availablaemory increases from
8 MB to 256 MB, as shown in Figure 11(c).

We observe from Figures 11(a-c) that the results remain almst unchanged when
the available memory increases from 256 MB to 512 MB. This is bcause all the
gueries are kept in the QHI when the available memory is sligtly larger than 256
MB. Although more available memory allows us to keep more FAQ and answer
queries that are FAQs directly using the QHI, we remark that not all queries are
FAQs and the performance improvement shown in Figure 11 doesiot come only
from the use of the QHI. When a query is asked the rst time, it is not an FAQ and
cannot be answered using the QHI. For processing such quesgthe performance
improvement comes from the use of the 1QI. In the query set teted, we allow 10%
of the queries to be repeated in each block of the query strearmas to test the e ect
of the QHI, while the rest of the queries are processed usinghe 1QI.
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Fig. 11. Performance of the FAQ-Index

Although the query response time is not improved further when the available
memory increases from 256 MB to 512 MB, the time taken to upda¢ the FAQ-
index increases. This is particularly obvious for FG*-index (1 MB), since the up-
date becomes more frequent when the unit length decreases.htis, the result also
explains why FG*-index (1 MB) is the slowest in Figure 11(c).

Table VI gives the performance comparison of FG-index, FG*index without the
FAQ-index, and the full FG*-index. We report the results of F G*-index (4 MB)
with 256 MB of available memory for the FAQ-index.

The results show that using the FAQ-index even further improves the index prob-
ing e ciency. The size of the candidate set is also signi cartly reduced. On average,
query processing using FG*-index is ve times faster than uing FG-index, and two
times faster than using FG*-index without the FAQ-index. No te that the larger
memory consumption of FG*-index does not imply that FG*-ind ex is not scal-
able, because the memory consumption isot relative but depends on theabsolute
available memory assigned for the FAQ-index. In addition, t is acceptable to use
(291-27)=264 MB of memory to double the speed of query proceing, because 264
MB of memory is commonly a ordable today. Moreover, we will show in Section
7.3 that other indexes consume signi cantly more memory than FG*-index.

Table VI. Performance Improvement made by the FAQ-Index
Index Candidate | Response time Memory
probing cost set size per query consumption
FG-index 726 196 34.83 msec 15 MB
FG*-index (no FAQ) 148 210 15.94 msec 27 MB
FG*-index 85 94 7.69 msec 291 MB
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7.2.4 Guidelines on Setting the Parameters of FG*-Index

We have tested the e ects of the following parameters on the prformance of FG*-
index: (1) o; (2) 9; (3) u; (4) the available memory; and (5) the unit length. Based
on the results we obtain from the previous experiments, we povide the following
guidelines on setting the parameters.

First, the results show that the smaller the value of g, the shorter the query
response time (Figure 9(a)), but the longer the index constuction time (Figure
8(a)). However, it is not entirely true that when the value of ¢ is smaller, the query
response time will always be shorter. The advantage of using smaller o is to
reduce the size of the candidate set as shown in Figure 9(d);dwever, Figure 9(c)
shows that the index probing cost increases wheo decreases. Therefore, there is a
point at which the response time will become longer, when théncrease in the index
probing cost is greater than the reduction in the candidate \eri cation cost. Thus,
the optimal value of o can be found if query response time is critical. However, if
we take into account both the index construction cost and thequery performance,
Figures 8 and 9 show that a moderate value ofy is actually a better choice. We
further demonstrate that FG*-index at a moderate ¢ achieves orders of magnitude
better query performance than other indexes in Section 7.3.

Second, Figures 8 and 9 show that the values af do not signi cantly a ect the
index construction cost and the query response time, but thememory consump-
tion is doubled when 4 decreases from 0.1 to 0. Therefore, the choice éfis not
very critical as far as 6 is not too close to 0 and a recommendation based on the
experimental results is to setd = 0.1.

Third, Figure 10(a) shows that the index probing cost rst de creases and then
increases whenu increases, implying that there is an optimal u in reducing the
index probing cost. However, Figure 10(b) shows that the cadidate veri cation
cost decreases when increases. Thus, we need to consider both the index probing
cost and the candidate veri cation cost in setting u. We can setu slightly larger
than 2 and increaseu until the index probing cost starts to increase. Then, we
start to consider the candidate veri cation cost as well when we further increaseu.
Since the number of FGs increases quickly when becomes larger, usually there are
only a few tests needed. More importantly, the results in Figire 10 show that the
FG*-indexes built on the di erent feature-sets are all very e cient, which means
that these values ofu are all sub-optimal.

Lastly, the available memory for the FAQ-index depends on tte memory available
in the system in which the queries are evaluated. However, weemark that an
amount of memory as small as 8 MB can already improve the respwe time from
15.94 msec to 13.78 msec (about 16%), and 256 MB of memory caeduce the
response time to only 7.69 msec (two times). The unit length acts the update
cost of the FAQ-index and hence it should not be too small. Howver, the optimal
length of a unit depends on the query workload. From our expemental results as
shown in Figures 11(c) and 11(d), setting the length of a unitto be at least 4 MB
only incurs a small update cost on the total response time.

In conclusion, our results show that the query performance bFG*-index is very
impressive for a wide range of parameters tested and the indeconstruction is
also very e cient except for 0 < 0.02. More importantly, we show in the follow-
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ing experiments that, compared with other state-of-the-art indexes, FG*-index is
signi cantly more robust and scalable.

7.3 Scalability Tests

We now compare FG*-index with gindex and C-tree, as well as FGindex, through
two scalability experiments by varying the database size ad the graph density.

7.3.1 Scalability Test on Database Size

We rst assess the performance of the indexes at di erent datbase sizes. We use
the dataset Deancer by varying the size from 10K graphs to 100K graphs.

For both FG*-index and FG-index, we set 4 = 0.1 and test two values of o,
0 =0.05 ando = 0.01. For FG*-index, we useFJ to construct the feature-index,
and set the available memory for the FAQ-index to be 256MB andthe unit length
to be 4MB. The settings of gindex and C-tree are the default vdues suggested in
their papers.

Figure 12 reports the experimental results of constructingeach of the indexes.
Figure 12(a) shows that the indexing time of FG*-index and FG-index at 6 =0.01
is much longer (due to the large number of FGs) than that of theothers. However,
constructing both FG*-index and FG-index at ¢ = 0.05 is very quick. Constructing
C-tree is the quickest but the construction uses much more mmory as shown in
Figure 12(b), while gindex cannot be built for databases tha have more than 10K
graphs. Thus, taking both the indexing time and the memory cansumption into
account, FG*-index and FG-index at o = 0.05 are the most e cient to construct
and the gures also show that their construction costs increase only slightly as the
database size increases.

Figure 12(c) shows that the size of the indexes on the disk imeases linearly when
the database size increases. The result also shows that FGhrdex and FG-index
are the largest wheno = 0.01 but the smallest wheno = 0.05. The result thus
shows that, with the increase in the database size, the indesize of FG*-index and
FG-index also depends mainly on the value oy, or more precisely, on the number
of FGs. When the database size increases, the index size imases linearly because
the answer set size of the FGs increases.

To test the query performance, we prepare three sets of quers, Qrg , Qnon -FG
and Qmixed » @S shown in Table Il. With respect to ¢ = 0.01, Qgg consists of
only FG-queries, Qnon -k CONsists of only non-FG-queries, andQmixeqs CONSists
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Fig. 12. The E ect of Database Size on Index Construction
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Fig. 15. Performance of Processing Both FG and Non-FG Querie s

of a mixture of FG-queries and non-FG-queries. The purposedr using the three
types of queries is to test whether FG*-index is e cient for all types of queries. In
Figures 13 to 15, we report the following three metrics: the &erage response time
per query, the peak memory consumption, and the average sizef the candidate
set of a query.

The results are very clear: FG*-index at both 0 = 0.05 and o = 0.01 achieves
remarkable performance improvement as compared with the dter indexes. The
gures show that FG*-index is more scalable than gindex and Gtree. Compared
with gindex, FG*-index is over two orders of magnitude faste and also consumes
signi cantly less memory, for all types of queries. Compare with C-tree, FG*-
index is two orders of magnitude faster for processing FG-geries and mixed-type
queries and, on average, 60 times faster for processing néiG-queries. We also see
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from the gures that the performance improvement becomes geater when the size
of the database increases. The memory consumption of C-trdacreases quickly and
the main memory is used up when the database size is greateraim 40K. Compared
with FG-index (with respect to the same o), FG*-index is also signi cantly faster,
although the improvement is not as obvious as compared with tndex and C-tree.
On average, FG*-index is from two times to almost an order of magnitude faster
than FG-index.

The performance improvement of FG*-index can be explained b the size of the
candidate sets obtained by FG*-index and the other indexesas shown in Figures
13(c), 14(c) and 15(c), in which we also give the average sizaf the answer set of a
query as a reference.

From the results of this experiment, we conclude that FG*-index is signi cantly
more e cient than the other indexes for processing both FG-queries and non-FG-
queries, i.e., all types of queries.

Figures 13(b) and 15(b) show that the memory consumption of E5*-index at
o = 0.05 is slightly higher than that of the other FG*-index and FG- index. This
is becauseQrs consists of only FG-queries with respect tog = 0.01, but those
FG-queries that have frequency greater than 1|D| but smaller than 0.05D| are
non-FG-queries with respect too = 0.05. Thus, there are both FG-queries and non-
FG-queries in Qgg With respect to 0 = 0.05. For the same reason, there are more
non-FG-queries in Qmixeq  With respect to ¢ = 0.05 than with respect to o = 0.01.
As a result, more memory is used for the FAQ-index in FG*-index at o = 0.05 for
processingQrs and Qmixed -

Figures 13 to 15 show that the query performance of FG*-indexat 0 = 0.05 is
also very impressive and close to that of FG*-index ato = 0.01. In addition, Figure
12 shows that FG*-index at 0 = 0.05 is the most e cient to construct. Therefore,
this set of experiments veri es that the following strategy is not a ected by the
change in the database size: we can use FG*-index at a larger if it is too costly
to construct FG*-index at a smaller o.

7.3.2 Scalability Test on Graph Density

As shown in Table Il, the average density of the graphs in bothDaps and Deancer
is relatively low. Thus, we use the ve datasets,Dgensityo :x, Dy varying the average
graph density from 0.1 to 0.5.

We setd = 0.1 for both FG*-index and FG-index. And we set g = 0.05 in this
experiment so that the query processing e ciency does not cane from a high index
construction cost. For FG*-index, we useF3 to construct the feature-index since
the FGs are smaller graphs, and set the available memory forhe FAQ-index to
256 MB and the unit length to 4 MB. The settings of gindex and C-tree are the
default values suggested in their papers.

Figure 16(a) shows that the index construction time of FG*-index is comparable
to those of FG-index and C-tree, but signi cantly shorter th an that of gindex.
Figure 16(b) shows that constructing FG*-index consumes gjni cantly less memory
than constructing both gindex and C-tree. The construction costs of FG*-index,
FG-index and C-tree remain stable over di erent graph densties. The increase in
the cost of constructing gindex is due to the rapid increasen the number of graphs
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Fig. 17. Query Performance on Di erent Graph Densities

to be indexed, because a graph with a higher density has moreaibgraphs.

Figure 16(a) shows that it takes slightly longer time to build FG*-index and FG-
index at the density of 0.5. This is because considerably mer FGs are generated
at the density of 0.5. However, the peak memory consumptions not increased
because building the index consumes less memory than mininthe FGs; thus, the
peak memory consumption is taken from mining the FGs, which $ relative to the
database size and hence remains stable over di erent dengis.

The size of the indexes on the disk is at most 6 MB larger than tlat of the
respective database size on the disk, except that of gindex lich grows from 14 to
74 MB when the density increases from 0.1 to 0.4. This result lso con rms the
results reported in Figures 16 (a) and (b). We omit the details due to space limits.

To test the query performance, we prepare a set of queries fozach of the ve
datasets, shown afxQgensityo :x in Table II. We randomly select the queries and do
not classify them as FG-queries or non-FG-queries, since gtlex and C-tree do not
distinguish between the two types of queries and we have testl the performance
of FG*-index on di erent types of queries in Section 7.3.1.

Figures 17(a) and 17(b) show that FG*-index can process a qug orders of
magnitude faster than both gindex and C-tree, and FG*-index also consumes sig-
ni cantly less memory. This result can be explained by the ske of the candidate
set as shown in Figure 17(c). Note that the candidate set obtmed by FG*-index
is even signi cantly smaller than the answer set because catidate veri cation is
only needed for non-FG-queries that are not frequently aske.

The gures show that the query performance of the indexes is ot degraded when
the density increases. We explain this result as follows. Th two main factors that
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determine the query performance are the index probing costd the candidate set
size. The index probing cost mainly depends on the number of @phs that are

indexed, which does not change signi cantly for di erent densities. The candidate
set size is determined by the answer set of the subgraphs (andlso that of the

supergraphs for the FAQ-index in FG*-index) of the query. Since a graph with a
high density has more subgraphs, more subgraphs of the quegan be found to give
a small candidate set. This explains why the query performane of the indexes is
actually improved slightly when the density increases.

The performance of FG*-index is the best when the density is 0L and 0.2. This
di erence from the other indexes is because the query sets dhese two densities
contain many small-size FG-queries, which can be directly aswered by the FHI
in the feature-index. This result highlights another advantage of FG*-index: it is
e cient in processing small-size FG-queries.

7.4 The E ect of Database Updates on FG*-index

Finally, we assess the performance of our update algorithmsing the datasetDcancer
that consists of 20K graphs. We divide the 20K graphs into twodatabases, namely
the current database and the source database, where each database initially contains
10K graphs. We rst build FG*-index on the current database, with o = 0.05
and other settings being the same as in Section 7.3.1. This PGindex is called
the current FG*-index. Then, at each step, we randomly select 10 graphs from
the current database and the source database. The graphs armdeleted from the
database from which they are selected; however, if the grapghare from the source
database, then they are also added to the current database.nlthis way, we model
both the insertion and deletion for the current database.

We randomly select 10K queries fromQmixeq - After each update of the current
database, we process the 10K queries using the current FGhdex and the auxiliary
structures, which include the auxiliary FG*-index, Dge; and Dpey . This process
continues until we need to rebuild FG*-index from scratch.

At the point when we rebuild a new FG*-index from the new database, about
3.3K new graphs are added and 3K graphs are deleted. We repotthe experimental
results as follows. During the entire update process, 11 alitary FG*-indexes are
built. The time taken to construct each of them is shown in Table VII. The total
time of building these indexes is 15.33 sec, which is longehan the time taken to
build the current FG*-index, which takes 14.52 sec, therebysatisfying Condition
(2) in Section 6. The memory required to build these indexess 2-4 MB.

The total index construction time for the entire update process is 29.43 sec, which
includes the 15.33 sec for building the 11 auxiliary FG*-incexes and 14.10 sec for
rebuilding the new FG*-index from the new database at the endof the update
process.

Table VII. Construction Time (sec) of the 11 Auxiliary FG*-I ndexes
| 1 ] 2 [ 3] 4] 5] 6 [ 7 ]88 ]9 ]10] 1]
| 0.81 [ 052 [ 071 ]0.95]1.17 [ 1.33 [ 149 [ 1.74 [ 1.99 | 2.19 | 2.43 ]

The average response time of processing a query using the cent FG*-index
and the auxiliary structures is 18.23 msec, including the tdal index construction

ACM Transactions on Database Systems, Vol. V, No. N, July 2008.



E cient Query Processing on Graph Databases . 41

time. However, the result does not show how much the query pdormance is de-
graded compared with using the FG*-index that is updated whenever the database
is updated. Since it takes too long if we build a new FG*-indexfor each of the
6.3K graphs that are updated, we use an approximation as fotlws. We build a new
FG*-index at each of the 11 points when an auxiliary FG*-index is built and use
this FG*-index to process the 10K queries. The response tim@er query averaged
over the 11 points is 13.75 msec, not including the time to bdd the FG*-indexes.
Thus, the response time of the batch-update strategy is only18.23/13.75) = 1.33
times longer than the (approximated) optimal time. We note that the optimal time
does not include the time taken to update the index whenever agraph is inserted
or deleted, which can be expensive especially if the index igrge.

Finally, we note that we do not draw comparisons with gindex, C-tree and FG-
index, because the update is not implemented in the packagerpvided to us by the
authors. Although we are not able to compare with the updateper-graph strategy,
we are convinced that our batch-update strategy is more e cient and practical for
the following reason. In practice, there can be in fact threeoperations that we
need to process at any time: a query to be processed, a graph te deleted, and a
graph to be inserted. Our update strategy allows us to rst place the graphs to be
updated into Dge; and Dpew , and continue the query processing instantly, rather
than waiting for the update to be completed. This is particularly advantageous
when the update is frequent. On the contrary, if the update is not frequent, we
can even build FG*-index at a smaller ¢ to optimize the query performance and
perform the update when the system is idle.

8. RELATED WORK

A number of indexes have been proposed for processing subgraqueries. Among
them, GraphGrep [Shasha et al. 2002] is a path-based approach to indexing gra
databases. However, the set of paths in a graph database is ha and hence may
a ect the performance of the index. To address the weaknessfahe path-based
approach, glndex [Yan et al. 2005a] is proposed to index the subgraphs of the
graphs in the database. Since the number of all subgraphs isob large, a set of
discriminative FGs, Fq4, is de ned and ghﬁdex is then constructed onFq4. A query
q is processed by rst generatingCq = (¢, ot oDr) and then Dq is obtained
by verifying Cq. Another graph-based approach isC-tree [He and Singh 2006]
de ned on the notion of graph closure. Each internal node in C-tree is a closure
of its children and each leaf node is a graph in the database. Aus, a closure is
similar to a minimum bounding rectangle in an R-tree. Searcling in C-tree is also
analogous to that of an R-tree, except that the matching is béween graphs. A
faster approximate subgraph isomorphism testing is perfomed between a query
and every internal node; however, the exact subgraph isomghism testing is still
required for matching a query with every leaf node (i.e., cadidate veri cation).

We are also aware of a number of recent developments in indeng graph databases.
TreePi [Zhang et al. 2007] is an index constructed on a set of discrimative features
selected from a set of frequent subtrees. A query is rst paritioned into a set of
features and then matched with the set of indexing features ¢ obtain a candidate
set. TreePi also utilizes the location information of the features in the database
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graphs to further re ne the candidate set as well as to faciltate the subgraph iso-
morphism testing in the veri cation step. GString [Jiang et al. 2007] considers the
semantics of the graph structures in the database. A set of bsic structures in the
speci ¢ domain is selected. Both the graphs and the query ardransformed into
strings in terms of the basic structures. Then, an index is biit on the strings of
the graphs and query processing is performed as string matahg. The use of the
basic structures, instead of using individual nodes and edgg, not only improves the
searching e ciency, but also reduces the candidate set sizeFor both TreePi and
GString, candidate veri cation is required for processingall queries.

GDlIndex [Williams et al. 2007] is an index constructed based on graphliecom-
position. GDIndex is essentially a lattice structure built on the set of all subgraphs
of all graphs in the database. A query can be answered e cienty by locating the
qguery graph in the lattice by hashing and then reporting all its descendants that
correspond to database graphs. No candidate veri cation isneeded since all sub-
graphs are indexed. However, since a graph af edges hasO(2") subgraphs, this
approach is only suitable for databases that consist of verysmall graphs and do
not have a large number of distinct graphs.

[Zhao et al. 2007] use frequent trees as features to build amdex. Trees, instead
of graphs, are used as features because they achieve a gooaideo between feature
size, feature selection cost and pruning power. They also Ext a small number of
discriminate graphs on demand to achieve better pruning abity. For processing a
query, they rst use the features to Iter the graphs in the da tabase and to produce
a candidate set. Thus, candidate veri cation is required fa processing all queries.

In addition to the above-mentioned indexes, we discusseBG-index [Cheng et al.
2007] in Section 3, which serves as the basis for the developmt of FG*-index. We
analyzed the desirability and limitations of FG-index in Section 4 and addressed
its limitations by proposing the feature-index and the FAQ-index in Section 5. The
improvements made by FG*-index over FG-index were clearly @monstrated in the
comprehensive experiments presented in Section 7.

In addition to the above indexes, Daylight [James et al. 2003] andAnMol [Srini-
vasa and Kumar 2003] are indexes for processing moleculamgttures. DataGuides
[Goldman and Widom 1997], T-index [Milo and Suciu 1999],F&B-index [Kaushik
et al. 2002],D(k)-index [Chen et al. 2003], andFIX [Zhang et al. 2006] are indexes
for query processing on semi-structured data and XML. Most & these indexes are
based on path or subtree structures.

Apart from the query processing on a database that consists foa set of graphs,
searching subgraphs in a single large graph is studied iGraphDB [Guating 1994]
and SUBDUE [Cook and Holder 1994; Holder et al. 1994]. Finding subgraphthat
match a given query pattern in a large graph is also studied by{Tong et al. 2007],
while nding the best connection between a given set of querynodes is studied
by [Faloutsos et al. 2004; Koren et al. 2006; Tong and Falouiss 2006]. Another
type of queries on single graphs is theeachability query, that is, whether a node is
reachable from another node. Reachability queries are studd in [Chen et al. 2005;
Cheng et al. 2006; Wang et al. 2006; Tri | and Leser 2007].
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9. CONCLUSIONS

We propose an e cient index, FG*-index, for processing subgaph queries on graph
databases. FG*-index consists of the following three compments: FG-index, the
feature-index, and the FAQ-index.

First, FG-index adopts the concept of FGs to classify a largeset of queries as
FG-queries, which are answered without candidate veri caion. As shown by our
experiments, FG-queries are the most expensive queries tor@cess using other
existing indexes due to the large size of the candidate sets.

Second, the feature-index is employed to reduce the high irek probing cost, so
that more FGs can be indexed to allow more queries to be answed without can-
didate veri cation. In addition, queries that are features can be answered instantly
using the feature-index.

Lastly, the FAQ-index is used to answer frequently asked norFG-queries without
candidate veri cation and with negligible index probing cost. If the query is not
frequently asked and not an FG, using the FAQ-index allows usto obtain part of
the answer set and verify only a small number of candidates.

We evaluate the performance of FG*-index with extensive exgriments. The
results show that using FG*-index is up to orders of magnituce faster than using
the state-of-the-art indexes, including gindex [Yan et al. 2005a], C-tree [He and
Singh 2006] and FG-index [Cheng et al. 2007], for processirgpth FG-queries and
non-FG-queries. FG*-index is also much more scalable thantte other indexes.

Finally, we propose a batch-update strategy that enables FG-index to keep its
query processing e ciency while at the same time handling frequent updates. The
experimental results show that our update strategy achieve query performance
(including the update cost) that is only slightly worse than the optimal query
performance (not including the update cost).
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